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Abstract

In the last years, methods coming from Hodge theory have proven to
be fruitful in representation theory, most remarkably leading to a new
algebraic proof of the Kazhdan-Lusztig conjectures based on the Hodge
theory of Soergel bimodules. In this thesis we study several aspects of the
connection between Hodge theory and representation theory, following
several directions.
We develop Hodge theory for singular Soergel bimodules generalizing
the non-singular case, that is we show the hard Lefschetz theorem and
Hodge-Riemann bilinear relations for indecomposable singular Soergel
bimodules.
Following Looijenga and Lunts, and as a consequence of the aforemen-
tioned Hodge theory, we can attach to any Soergel module (or to any
Schubert variety) a Lie algebra, called the Néron-Severi Lie algebra. We
use this algebra to give an easy Hodge theoretic proof of the Carrell-
Peterson criterion for rational smoothness of Schubert varieties. We
determine the Néron-Severi Lie algebra for all Schubert varieties in type
A and for most Schubert varieties in other types.
In the last part, motivated by modular representation theory, we move
to positive characteristic. Here we show that the hard Lefschetz theorem
holds for the cohomology with coefficients in a field K of a flag variety if
the characteristic of K is larger than the number of positive roots.
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Introduction

1 Background

Let Y be a smooth complex projective algebraic variety. A piece of data that we can
attach to the cohomology of Y and that distinguishes it from a general manifold is its
Hodge structure. Hodge theory was developed in the 50’s, and presents a deep tie between
algebraic geometry and differential geometry. From Hodge theory we can deduce many
consequences about the topology of algebraic varieties: an immediate one is that the
cohomology in odd degrees must be even dimensional.

To extend Hodge theory to singular varieties there are two possible directions to follow.
The first is to modify the notion of Hodge structure, and this leads to Deligne’s definition
of mixed Hodge structure. The second is to change the spaces of study, i.e. we replace the
usual singular cohomology with its intersection cohomology, introduced in 70’s by Goresky
and MacPherson [GM80]. It is the latter that plays a role in this thesis.

The hard Lefschetz theorem and the Hodge-Riemann bilinear relations [Sai90] are two
direct consequences of Hodge theory that are central throughout this thesis. Assume Y
is a projective complex variety. Let L be a ample line bundle on Y and let λ be its first
Chern class. Then for any k ≥ 0 multiplication by λ on intersection cohomology induces
an isomorphism:

λk : IH−k(Y,R)→ IHk(Y,R) (hard Lefschetz theorem)

Assume further that Y is of Hodge-Tate type, that is in the Hodge decomposition only
terms of Hodge type (p, p) appear.1 Let Pk = Ker(λk+1 : IH−k(Y,R) → IHk+2(Y,R))
and let 〈−,−〉 denote the intersection form on IH•(Y,R). Then we have:

(b, b)λ = 〈b, λkb〉 ∈ (−1)(k+dimY )/2R>0 if 0 6= b ∈ Pk (Hodge-Riemann bil. rel.)

We come now to the connection with representation theory. In 1979 Kazhdan and
Lusztig [KL79] conjectured a formula for the characters of highest weight irreducible rep-
resentations L(µ) of complex reductive Lie algebras:

chL(−wρ− ρ) =
∑
v≤w

(−1)`(v)−`(w)hv,w(1) ch ∆(−wρ− ρ) (KL conjecture)

Here ρ is half the sum of all positive roots and ∆(µ) denotes the Verma module of highest
weight µ. The KL polynomials hx,y can be computed using a purely combinatorial algo-
rithm. A few years later KL conjecture was proven by giving a geometric meaning to the
KL polynomials hx,y [KL80, BB81, BK81]. In fact, they appear as dimension of the stalks
of the intersection cohomology sheaves of Schubert varieties.

1For the Hodge-Riemann relations in the general form see for example [dM09a]. We ignore it as all the
spaces in which we are interested are of Hodge-Tate type.
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In the 90’s Soergel [Soe90] proposed a completely algebraic framework to understand
the KL conjecture. With the sole input of the action of the Weyl group on the Cartan
algebra, he constructed a category of bimodules, today known as Soergel bimodules, which
coincide with the equivariant intersection cohomology of Schubert varieties.

Elias and Williamson [EW14] used Soergel bimodules to give a new proof of the KL
conjecture avoiding the recourse to geometry. In the setting of Soergel bimodules a crucial
point is to show that certain symmetric forms are non-degenerate. These are precisely the
forms that the Hodge-Riemann bilinear relations dictate to be positive definite. This is why
by proving, now algebraically, Hodge theory for Soergel bimodules Elias and Williamson
completed Soergel’s program.

The proof of the Hodge theory for Soergel bimodules can be thought as the starting
point for this thesis. From here we further investigate the deep relation between repre-
sentation theory, Soergel bimodules, and Hodge theory. Our investigation follows several
largely independent directions.

2 Soergel bimodules

Let (W,S) be a Coxeter system and h be a reflection faithful representation of W . The
category of Soergel bimodules SBim is the full additive subcategory of graded modules
over the polynomial ring R = Sym(h∗), generated by direct summands of shifts of Bott-
Samelson bimodules

BS(s1s2 . . . sk) := R⊗Rs1 R⊗Rs2 R⊗ . . .⊗Rsk R

where si ∈ S and Rsi denotes the subring of si-invariants. Indecomposable self-dual Soergel
bimodules are parametrized by elements of W and denoted by Bw.

If W is a Weyl group we have Bw ∼= IH•T (Xw,K), the torus equivariant intersection
cohomology of the Schubert variety Xw. The theory of Soergel bimodules can be developed
for any Coxeter group, but in the general case there is no known underlying geometric
object. Still, in many aspects these bimodules still behave as if they were the intersection
cohomology of some varieties.

The intersection cohomology of Schubert variety IH•T (Xw,K) contains a distinguished
submodule: the singular cohomology H•T (Xw,K). We give a description of this submodule
in the diagrammatic language for Soergel bimodules. In this way we can generalize this
construction to an analogous bimodule H̃w ⊆ Bw for an arbitrary Coxeter group W . We
sketch now this construction.

Libedinsky [Lib08] described a notable basis of homomorphism between Bott-Samelson
bimodules Hom(BS(x), BS(w)) modulo lower terms, called the light leaves basis. By ap-
plying these morphism to the lowest degree element 1⊗x = 1⊗1⊗. . .⊗1 ∈ BS(x), and vary-
ing x over all reduced expression smaller than w one obtains a basis of the bimodule BS(w)
itself. Light leaves are parametrized by sequences in e ∈ {0, 1}k. Let w = s1s2 . . . sk. We
say that a light leaf is canonical if for any i we have se11 s

e2
2 . . . s

ei−1

i−1 si > se11 s
e2
2 . . . s

ei−1

i−1 . By
taking the span of all the non-canonical light leaves we obtain a remarkable submodule
Dw of BS(w): this submodule does not depend on the choice involved in the light leaves
construction and it is fixed by any idempotent of BS(w). One recovers the cohomology
submodule H̃w by taking the orthogonal of Dw with respect to the intersection form of
BS(w).

One valuable property of the bimodule H̃w is that it comes for free with a distinguished
basis: this is the analogue of the Schubert basis, i.e. the basis of the cohomology obtained
by considering the fundamental classes of smaller Schubert varieties. As a consequence,
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the graded rank of H̃w can be readily computed:

grrk H̃w = v−`(w)
∑
x≤w

v2`(x)

Fiebig [Fie08] developed a different approach to Soergel bimodules using moment
graphs: Soergel bimodules turn out to be equivalent to a certain category of sheaves
on the moment graph, and to a certain category of modules over its structure algebra Z.
One should think to Z as the equivariant cohomology of the (possibly missing) flag variety.
Then the Schubert bases for the bimodules H̃w glue together to a basis {Px}x∈X of Z. This
allows us to prove an isomorphism between Z and Kostant and Kumar’s dual nil Hecke
ring

Theorem A. Let Λ the dual nil Hecke ring of W with basis ξx, as defined in [KK86a].
Then there exists a W -equivariant isomorphism

Λ ∼= Z ξx 7→ Px.

As the algebra Z is free over R, the quotient Z = K ⊗R Z also has a Schubert basis.
Any Soergel module Bw = K ⊗R Bw is naturally a module over Z. We claim that this is
the “right” module structure one should equip Bw with. In fact, the module Bw remains
indecomposable over Z and we are able to compute the spaces of homomorphisms:

Theorem B (Soergel’s hom formula for Soergel modules). Let B,B′ Soergel bimodules.
Then

K⊗R Hom(B,B′) ∼= HomZ(B,B′) (1)

and
grdim HomZ(B,B′) = (ch(B), ch(B′)) (2)

where (−,−) is the pairing in the Hecke algebra.

We remark that the formulas (1) and (2) do not hold when the obvious R-module
structure on B and B′ is considered, at least when W is infinite. In fact, we describe an
example, forW of type Ã2 in which an indecomposable bimodule Bw gives rise to a module
Bw which is not indecomposable as a R-module. This answers a question posed by Soergel
in [Soe07, Remark 6.8] in the negative.

We go back to Hodge theory: this is another aspect in which Soergel modules behave
like the intersection cohomology of Schubert varieties. As already mentioned above, Hodge
theory for Soergel modules was shown in [EW14] where the hard Lefschetz theorem and the
Hodge-Riemann bilinear relations are established. We examine here the case of singular
Soergel modules. For Weyl groups, singular Soergel modules can be realized as intersection
cohomology of Schubert varieties in a partial flag variety, hence the Hodge theory in this
case can be deduced directly from geometry. Following closely the strategy of Elias and
Williamson we can prove it in the generality of arbitrary Coxeter groups.

Let I ⊆ S be a finitary subset, i.e. a subset such that the corresponding parabolic
subgroup WI is finite. If B is a Soergel bimodule then we can consider its restriction BI to
a (R,RI)-bimodule. The category of singular Soergel bimodule SBimI is the full additive
subcategory of (R,RI)-bimodules generated by direct summands of restrictions of Soergel
bimodules BI . Self-dual indecomposable singular Soergel bimodules are parametrized by
cosets x ∈W/WI and denoted by BI

x. Let (h∗)I ⊆ h∗ denote the subspace ofWI -invariants.

Theorem C. Let λ ∈ (h∗)I be such that λ(α∨s ) > 0 for all s ∈ S \ I. Then for any
x ∈W/WI multiplication by λ on BI

x = K⊗R BI
x satisfies the hard Lefschetz theorem and

the Hodge-Riemann bilinear relations.
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3 Néron-Severi Lie algebra

A remarkable consequence of the hard Lefschetz theorem is that, following Looijenga and
Lunts [LL97], we can associate to any complex projective variety a Lie algebra, called the
Néron-Severi Lie algebra, acting on its (intersection) cohomology.

For any ρ ample class on Y there exists a Lie algebra gρ, isomorphic to sl2(R), of which
ρ is the nil-positive element. The Néron-Severi Lie algebra is the Lie algebra generated by
all gρ, with ρ ample class.

The decomposition of IH(Y ) := IH•(Y,R) into irreducible gρ-modules is the primitive
decomposition with respect to ρ. The primitive part (i.e. the lowest weight spaces for the
gρ-action) inherits a Hodge structure from the Hodge structure of IH(Y ) and the Hodge
structure of the primitive part determines completely the Hodge structure on IH(Y ).
However, this decomposition depends on the choice of the ample class ρ. Looijenga and
Lunts’ initial motivation was to find a “universal” primitive decomposition of IH(Y ), not
depending on any choice: this is achieved by considering the decomposition of IH(Y ) into
irreducible gNS(Y )-modules. This decomposition always exists: in fact one can prove that
gNS(Y ) is semisimple as a direct consequence of the Hodge-Riemann bilinear relations.

As we have discussed above, (singular) Soergel modules possess a Hodge structure, and
this means that we can still define a Lie algebra gNS(w) for any Soergel module Bw in the
same way. The semi-simplicity of the Lie algebra gNS(w) has an immediate consequence:
in fact we can use then the algebra gNS(w) to deduce an easy Hodge-theoretic proof of the
Carrell-Peterson criterion [Car94]: a Schubert variety Xw is rationally smooth if and only
if the Poincaré polynomial of H(Xw) is symmetric. The same proof works for arbitrary
Coxeter groups by virtue of the cohomology module H̃w previously discussed.

Looijenga and Lunts went on to compute gNS(X) for a flag variety X = G/B. They
prove that it is “as big as possible,” meaning that it is the complete Lie algebra of en-
domorphisms of H(X) preserving a non-degenerate (either symmetric or antisymmetric
depending on the parity of dimX) bilinear form on H(X). In this case we say that
gNS(w) is maximal.

We explore the case of the Néron-Severi Lie algebra gNS(w) of an arbitrary Schubert
variety, a question also posed in [LL97]. If u ∈ S and wu < w, the Lie algebra gNS(w)
contains a Lie algebra isomorphic to gNS(Xu

w) × sl2, where Xu
w is the Schubert variety

for a minimal parabolic group Pu. Then, using a result of Dynkin on inclusion pairs of
irreducible linear groups, we are able to translate the problem: the Lie algebra gNS(Xw) is
maximal if and only if IH(Xw) does not admit a non-trivial tensor decomposition, that is
whenever we write IH(Xw) = A1 ⊗R A2, with A1 (resp. A2) a R1 (resp. R2) module and
R1, R2 are polynomial algebras with R = R1 ⊗R R2, then A1 or A2 is one dimensional.

Characterizing for which w ∈W there is such a tensor decomposition of IH(Xw) is now
a problem of algebraic-combinatorial nature, since we have tools from Schubert calculus
at our disposal.

To an element w ∈ W we associate a directed graph Iw whose vertices are the simple
reflections S, and in which there is an arrow s→ t whenever ts ≤ w and ts 6= st.

1 2 3 4 5 6 7 8

Figure 1: The graph Iw for the element w = s4s6s2s3s1s2s3s5s7s8 for W of type A8

The information contained in the graph Iw allows one to describe H4(Xw) as a quotient
of Sym2(H2(Xw)). If the graph Iw has no sinks we find an obstruction to the existence of
non-trivial tensor decompositions.
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Theorem D. If the graph Iw is connected and Iw has no sinks, then the Lie algebra
gNS(w) is maximal.

It follows for the vast majority of Schubert varieties the Néron-Severi Lie algebra is “as
big as possible.” In type A we can go further and complete the classification of Néron-Severi
Lie algebra.

Theorem E. Let W a Weyl group of type An. For w ∈W let {si1 , si2 , . . . , sik} the set of
sinks in Iw, with i1 < i2 < . . . < ik, so that we can write w = si1si2 . . . sikv0v1 . . . vk with
vj ∈ W[ij+1,ij+1−1] (where we set i0 = 0 and ik+1 = n + 1). Then gNS(w) is maximal if
and only if v0 and vk are not the longest element in W[1,i1−1] and W[ik+1,n] respectively.

4 Hard Lefschetz in Positive Characteristic

We now move our focus to the positive characteristic world. Let K be an algebraically
closed field of characteristic p > 0. If we take cohomology or intersection cohomology with
coefficients in algebraically closed field K there is no analogue of Hodge theory: the Hodge-
Riemann bilinear relations do not even make sense! Still, asking when the hard Lefschetz
theorem holds on the intersection cohomology of a variety remains a valid question.

A first interesting class of examples to consider are the flag varieties. In this case we
are able to give a complete answer.

Theorem F. Let X be a flag variety of a complex reductive group G and let d = dimX.
Then if p > d there exists λ ∈ H2(X,K) such that multiplication by λ has the Lefschetz
property, i.e. for any k ≥ 0 we have an isomorphism

λk : Hd−k(X,K)
∼−→ Hd+k(X,K).

Moreover, if rk(G) > 2 the statement above is a “if and only if ”.

The motivation for this part also comes from representation theory. In positive char-
acteristic there exists an analogue of the Kazhdan-Lusztig conjecture, known as Lusztig’s
conjecture.

Let G∨K be the Langlands dual group of G, defined over K. Lusztig’s conjecture [Lus80]
predicts a formula for the characters of irreducible G∨K-modules in terms of affine Kazhdan-
Lusztig polynomials.

Geometrically, we can approach Lusztig’s conjecture by studying Schubert varieties
in the affine flag variety of G. Lusztig’s conjecture was proven for p very large (with
respect to the rank of G) in [AJS94]. In contrast, Williamson [Wil17b] found a family of
counterexamples to Lusztig’s conjectures for p = O(cn), with c ∼ 1, 101. It is currently
still an open problem to understand more precisely where Lusztig’s conjecture holds.

There is a geometric way to understand Lusztig’s conjecture. In fact, Fiebig [Fie12]
has shown that Lusztig’s conjecture is equivalent to the local hard Lefschetz theorem on
the stalks of the intersection cohomology sheaves. He used this strategy to prove an upper
bound to the exceptional characteristics in Lusztig’s conjecture. However, Fiebig’s bound
seems enormous (roughly p > nn

2 , for G = SLn(K)) and it is expected that much lower
bounds should exist.

This is why we believe that a more precise account on when the (local) hard Lefschetz
theorem holds for Schubert variety could be of great importance for applications in modular
representation theory.
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Structure of the thesis

This thesis consists of six chapters. The first two chapters contain mostly introductory
material. In Chapter 1 we review Coxeter group and their Hecke algebras. Here we prove
some elementary Lemmas that we are going to need in the following. The main goal of
Chapter 2 is to give a geometric motivation for the rest of the thesis: we give two description
of the equivariant cohomology of a flag variety, one using the Schubert basis and one in
terms of Konstant-Kumar’s dual nil-Hecke ring.

Chapters 3 to 6 include the original content of this thesis. The different chapters can
for the most part be read independently. However, some results in Chapter 5 for arbitrary
Coxeter group are based on Chapters 3 and 4. In Chapter 3 we explain how to define
a cohomology submodule and its Schubert basis. Then we use this to show Theorem A
and B. Chapter 4 is devoted to the Hodge theory of singular Soergel bimodules. Finally,
Chapters 5 and 6 correspond to sections 3 and 4 of the introduction respectively.
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Notation

By graded modules and graded vector spaces we always mean Z-graded. For a graded
module M and i ∈ Z let M [i] denote the shifted module, i.e. (M [i])k = M i+k. For
p(v) =

∑
piv

i ∈ Z[v, v−1] let M⊕p(v) denote the module
⊕

(M [i])pi .
Let K be a field. If V is a graded K vector space we denote by grdimV its graded

dimension, that is, if V =
⊕

i∈Z V
i then

grdimV =
∑

(dimV i)vi ∈ Z[v, v−1].

If M is a finitely generated graded free R-module, we denote by grrkM the grader rank
of M . Usually R will be a polynomial ring over K with generators in positive degree. We
view K = R/R+ as a R-module, where R+ stands for the ideal of polynomials without
constant term, so we have

grrkM = grdimK⊗RM ∈ Z[v, v−1].

If M and N are graded R-module then Hom•(M,N) denotes the space of graded
homomorphisms of all degrees:

Hom•(M,N) =
⊕
i∈Z

Hom(M,N [i]),

where Hom denotes the degree-preserving homomorphism (i.e. homogeneous morphisms
of degree 0).

If M is a R-algebra, which is graded as a R-module, we say that M is a shifted graded
algebra if M [n] is a graded algebra in the usual sense, where n is the degree of the unit of
M .

List of recurrent symbols

W,S Coxeter group and its simple reflections 9
T reflections in W 9
w a (not necessarily reduced) expression 9
` the length function on W 9
x

t−→
R
y y = xt with t ∈ T and `(y) = `(x) + 1 9

m(w) maximal element smaller then w 10
def defect of a 01-sequence 10
Downs number of Downs of a 01-sequence 10
h realization of the Coxeter group 11
αt, α

∨
t positive root and coroot corresponding to a reflection t ∈ T 12

Φ,Φ∨ root and coroot system 12
∂t Demazure operator 12
$s fundamental weight for s ∈ S 13
pw product of all the positive roots sent by w into negative roots 13
H Hecke algebra of W 13
Hx standard basis element of H 13
Hx Kazhdan-Lusztig basis element of H 13
Hx Bott-Samelson basis element of H 13
hy,x(v) Kazhdan-Lusztig polynomial 13
R symmetric algebra of h∗K 14
G,B, T simply-connected semisimple complex algebraic group, Borel

subgroup and maximal torus
15
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X flag variety of G 15
Xw Schubert variety 16
Pw,Pw element of the Schubert basis and of the equivariant Schubert

basis
16

PI parabolic subgroup of G corresponding to I 17
WI ,W

I parabolic Coxeter group, minimal representatives of W/WI 17
RI WI -invariants of R 17
Q field of fractions of R 17
NH(W ) nil-Hecke ring of W 18
Dx basis element of the nil-Hecke ring 18
Λ dual nil-Hecke ring of W 18
ξx basis element of the dual nil-Hecke ring 18
ex,y equivariant multiplicity 19
dx,y “inverse” equivariant multiplicity 19
BS(w) Bott-Samelson bimodule 26
SBim category of Soergel bimodules 26
Gr(x) twisted graph of x 26
ΓAB sections supported on Gr(A) 26
ΓxB,ΓxB “stalk” and “costalk” of a bimodule 27
Rx standard bimodule 27
Bx indecomposable Soergel bimodule 27
F∇ category of bimodules with a ∇-flag 28
〈−,−〉BS(w) intersection form on Bott-Samelson bimodules 29
ce string basis element of a Bott-Samelson bimodule 29
1⊗w shifted unit of a Bott-Samelson bimodule 29
LLw,e light leaf morphism 33
LL

w,e flipped light leaf morphism 33
llw,e light leaf basis element 34
Dw bimodule of non-canonical light leaves 36
H̃w, H̃w cohomology bimodule 38
Ẑ structure algebra of the moment graph 39
Z subring of Ẑ of bounded sections 39
τ, σ left and right R-module structure on Z 39
Pw,x Schubert basis of the cohomology bimodule 40
Z quotient of Z 44
wI longest element in WI 50
SBimI category of I-singular Soergel bimodules 50
BI restriction to SBimI of a bimodule B ∈ SBim 50
BI
x indecomposable singular Soergel bimodule for x ∈W I 50

F Ix singular Rouquier complex 55
g(V,M) Néron-Severi Lie algebra of the V -Lefschetz module M 67
aut(M,φ) Lie algebra of endomorphism of M preserving the form φ 67
gNS(w) Néron-Severi Lie algebra of the Soergel module Bw 71
X W -invariant element of R in degree 4 (aka Killing form) 74
Iw directed graph associated to w 80
ht(α) height of the root α 95
BΦ,B

I
Φ Bruhat graph, parabolic Bruhat graph 97
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Chapter 1

Coxeter Groups and Hecke Algebras

1.1 Coxeter groups

The goal of this section is to recall a few basic facts about Coxeter groups and their
expressions. A standard reference for Coxeter groups is [Hum90]. We denote by id the
identity element of a group.

A Coxeter group W is a group which admits a presentation of the form

W = 〈s ∈ S | (st)mst = id for any s, t ∈ S〉

where S is a finite set, mss = 1 and mst = mts ∈ {2, 3, . . .} ∪ {∞} for s 6= t (mst = ∞
means that the relation (st)mst = id is missing). The pair (W,S) forms a Coxeter system
and S is called the set of simple reflections. We denote by T the set of reflections in W ,
that is

T =
⋃
w∈W

wSw−1.

We call a sequence w = s1s2 . . . sk of elements si ∈ S an expression. We say that the
length of an expression w = s1s2 . . . sk is k. We say that w is an expression for x ∈ W if
s1 · s2 · . . . · sk = x. It is a reduced expression if there exists no expression for w of smaller
length. We define the length of w ∈W to be the length of a reduced expression for w and
we denote it by `(w).

The Bruhat order is a partial order on W defined as follows: for v, w ∈W we say that
v ≤ w if a subexpression of a reduced expression for w is an expression for v.

If x, y ∈ W are such that xt = y (resp. xt = y), with t reflection, and `(x) + 1 = `(y)

we write x t−→
L
y (resp. x t−→

R
y). Notice that x t−→

L
y if and only if x x−1tx−−−→

R
y. The relations

x ≤ y with x t−→
R
y for some t ∈ T generate the Bruhat order.

The following is a fundamental property of the Bruhat order, and in fact, it completely
characterizes it [Deo77, Theorem 1.1].

Proposition 1.1.1 (Property Z). Let x, y ∈ W and s ∈ S such that xs ≥ x and ys ≥ y.
Then

x ≤ y ⇐⇒ x ≤ ys ⇐⇒ xs ≤ ys.

An easy consequence of the Property Z is that for any x, y ∈W we have x ≤ max{y, ys}
if and only if xs ≤ max{y, ys}.

Let w = s1s2 . . . s` be a (not necessarily reduced) word. We call an element e ∈ {0, 1}`
a 01-sequence for w. We denote by we the element se11 s

e2
2 . . . se`` . If x ∈ W we say x ≤ w

if there exists a 01-sequence e for w such that we = x.
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For any k such that 0 ≤ k ≤ `, we further define w≤k = s1s2 . . . sk and we≤k =
se11 s

e2
2 . . . sekk . Similarly, we define w≥k and we≥k.

Lemma 1.1.2. Let w be a word. Then there exists a unique maximal element m(w) ∈W
such that m(w) ≤ w.

Proof. By induction on `(w), we can assume that we have already shown existence and
uniqueness of m(w). Let w′ = ws. Then we set m(w′) = max{m(w),m(w)s}, i.e.

m(w′) =

{
m(w) if m(w)s < m(w),

m(w)s if m(w)s > m(w).

Clearly, we have m(w′) ≤ w′. Let x ≤ w′. We can write x = ysε with ε ∈ {0, 1} and
y ≤ w, hence y ≤ m(w). Now it follows from the Property Z that x ≤ m(w′).

Notice that x ≤ w if and only if x ≤ m(w). From a 01-sequence e we can obtain a
sequence of elements in {U0, U1, D0, D1} as indicated by the following table:

ek = 0 ek = 1

we≤k−1 · sk > we≤k−1 U0 U1

we≤k−1 · sk < we≤k−1 D0 D1

We refer to this sequence as decoration of e and to its elements as bits of e. Let def(e)
be the defect of e, i.e. the number of U0’s minus the number of D0’s occurring in the
decoration of e. We define Downs(e) to be the number of D’s (both D1’s and D0’s) of e.
We have

def(e) = `(w)− `(we)− 2 Downs(e). (1.1)

Lemma 1.1.3. Let w be a word. For any x ≤ w there exists a unique 01-sequence e such
that we = x and the decoration of e has only U0’s and U1’s. Moreover, e is the unique
01-sequence of maximal defect such that we = x, and satisfies def(e) = `(w)− `(x).

Proof. We first show the existence. Let w = s1 . . . s`. We start with x` = x and we define
recursively, starting with k = l and down to k = 1,

ek =

{
1 if xksk < xk

0 if xksk > xk
, xk−1 = xk · sekk .

It follows that xk−1sk > xk−1 for any k and that xk−1 = min{xk, xksk}, so at any step we
get xk−1 ≤ w≤k−1, as follows by applying Property Z. Hence we have x0 = id and e is a
01-sequence with we = x and such that it has only U1’s and U0’s in its decoration.

Assume now that there are two 01-sequences e and f decorated with only U ’s and
satisfying we = wf = x. If e` = f` we can conclude that e = f by induction on `.
Otherwise we can assume e` = 1 and f` = 0. Now we get wf≤`−1 = x, and xs` < x because
the last bit of e must be a U1. But this also means that the last bit of f is a D0, hence
we get a contradiction.

The last statement follows directly from (1.1).

Definition 1.1.4. Let w be a word and x ≤ w. We call the unique 01-sequence e without
D’s such that we = x the canonical sequence for x. We denote it by canx.
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1.2 Reflection faithful representations and root systems

Definition 1.2.1. A finite dimensional representation V over a field K of a Coxeter group
W is called reflection faithful if it is faithful and, for any x ∈ W , the set of fixed points
V x has codimension 1 in V if and only if x ∈ T .

Let K be a field. A realization of W is a K-vector space h of W over a field K together
with subsets

{αs}s∈S ⊆ h∗ and {α∨s }s∈S ⊆ h

such that s(v) = v−αs(v)α∨s for all s ∈ S defines a representation of W on h. Notice that
W acts on h∗ via the contragredient representation and we have s(λ) = λ − λ(α∨s )αs for
any s ∈ S and λ ∈ h∗.

For simplicity here we will consider only three kinds of realizations of W :

Type I) Let K = R. We fix a finite dimensional real vector space h and linearly inde-
pendent sets {αs}s∈S ⊆ h∗ and {α∨s }s∈S ⊆ h such that

αs(α
∨
t ) = −2 cos

(
π

mst

)
.

We further assume that h is of minimal dimension amongst vector spaces sat-
isfying these properties.

As shown in [Soe07, Proposition 2.1], the representation h is reflection faithful.
Notice that if W is finite then h is the geometric representation defined in
[Hum90, §5.3]. If W is not finite then h is not irreducible and contains the
geometric representation as a submodule, as follows from the proof of [Soe07,
Proposition 2.1].

Type II) Let K = R. Let A = (as,t)s,t∈S be a generalized symmetrizable Cartan matrix
and let (h, h∗, {α∨s }, {αs}) a realization of A over R in the sense of [Kac90] (as
in [Kum02, Definition 1.1.2]). We have dim h = |S|+corank(A) = 2|S|− rk(A),
and the sets {α∨s }s∈S ⊆ h∗ and {αs}s∈S ⊆ h are linearly independent and
satisfy

as,t = (αs(α
∨
t ))s,t∈S .

Let W the corresponding Coxeter group. Then h∗ is a representation faithful
realization of W [Ric17].

Type III) Let K be a field such that charK 6= 2. Let G be a reductive group over K
and let T its maximal torus. Let h = Lie(T ). There is a natural action of the
Weyl group on h. We assume that the representation so obtained is reflection
faithful, which is always the case if charK > 3 [Lib15, Appendix A].

If K = R this coincides with realizations of type II for Cartan matrices of finite
type.

If h is of Type II or III, then the representation h can be obtained by extending scalar
to a representation hZ defined over Z. In particular, if h is of Type III we have h = hZ⊗ZK
and h∗ = h∗Z ⊗Z K where

hZ =
⊕
s∈S

Zα∨s,Z and h∗Z =
⊕
s∈S

Zαs,Z

with αs = αs,Z ⊗ 1 and α∨s = α∨s,Z ⊗ 1.
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Example 1.2.2. LetW be of type G2 and consider a realization of Type III over a field K
of characteristic p. The simple reflections s and t act on the basis {$s, $t} of fundamental
weights of h∗ as

s =

(
−1 0
1 1

)
, t =

(
1 3
0 −1

)
.

Then w = stst acts as
(
−2 −3
1 1

)
. It follows that if p = 3 this representation is not

reflection faithful since dim(h∗)stst = 1.

Remark 1.2.3. It would be interesting to consider more general realizations of W , and
many statements in this thesis should hold in a larger generality. We require the repre-
sentation to be reflection faithful to have at our disposal the theory of Soergel bimodules.
One could drop this assumption by replacing the category of Soergel bimodules with its
diagrammatic counterpart (cf. §3.1.3).

On the other side we will need our realization to have a good notion of positive roots:
this is necessary to be able to use the results of Kostant and Kumar for the nil-Hecke ring
(see [KK86a, Remark 4.35.b]).

Let
Φ = {w(αs) | w ∈W, s ∈ S} ⊆ h∗

be the set of roots and
Φ∨ = {w(α∨s ) | w ∈W, s ∈ S} ⊆ h

be the set of coroots.
Assume h is a realization of Type I or Type II, thus K = R. Every root α ∈ Φ can be

written as α =
∑

s∈S csαs with cs ∈ R. We say that a root is positive if cs > 0 for all s
and negative if cs < 0 for all s.

Let Φ+ be the set of positive roots and Φ− be the set of negative roots. We have
Φ− = −Φ+ and Φ = Φ+tΦ− (cf. [Hum90, §5.4]). Similarly, we have Φ∨ = (Φ∨)+t(Φ∨)−.

If t ∈ T is a reflection we can write t = wsw−1 with w ∈ W , s ∈ S and ws > w. We
set αt = w(αs) ∈ Φ+ and α∨t = w(α∨s ) ∈ (Φ∨)+. We have t(v) = v−αt(v)α∨t . The root αt
and the coroot α∨t are well-defined and the assignments t 7→ αt, t 7→ α∨t define bijections
T ∼−→ Φ+ and T ∼−→ (Φ∨)+.

Assume now h is a realization of Type III. Then we define

ΦZ = {w(αs,Z) | w ∈W, s ∈ S} ⊆ h∗Z and Φ∨Z = {w(α∨s,Z) | w ∈W, s ∈ S} ⊆ hZ.

Every element α ∈ ΦZ can be written as α =
∑

s∈S csαs,Z with cs ∈ Z. As before, we
define the subsets Φ+

Z and Φ−Z and we have ΦZ = Φ+
Z t Φ−Z . Similarly, we have Φ∨Z =

(Φ∨Z)+ t (Φ∨Z)−. For a reflection t ∈ T such that wsw−1 with w ∈ W , s ∈ S and ws > w
we define αt,Z = w(αs,Z) ∈ Φ+

Z , α
∨
t,Z = w(α∨s,Z) ∈ (Φ∨Z)+, αt = w(αs) = αt,Z ⊗ 1 and

α∨t = w(α∨s ) = αt,Z ⊗ 1. The assignments t 7→ αt,Z, t 7→ α∨t,Z define bijections T ∼−→ Φ+
Z

and T ∼−→ (Φ∨Z)+ (but the map T → Φ defined by t 7→ αt need not be injective).
Let R be the ring of regular functions of h, that is R = Sym(h∗). We regard R as a

graded ring, where we set deg(h∗) = 2. We denote by R+ the ideal of R generated by
homogeneous polynomials of positive degree. We view K as a R-module via K ∼= R/R+.

The action of W on h∗ extends to an action on R. If t ∈ T is a reflection we denote by
∂t : R→ R the so-called Demazure operator defined by

∂t(f) =
f − t(f)

αt
for all f ∈ R.
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If t = wsw−1 for s ∈ S and w ∈ W , with ws > s we have ∂t(f) = w∂s(w
−1(f)). In

particular, if f ∈ h∗ we have ∂t(f) = ∂s(w
−1(f)) = f(α∨t ).

For s ∈ S let $s ∈ h∗ be a fundamental weight for s, that is ∂t($s) = δt,s for all t ∈ S.
Notice that in general the fundamental weight $s ∈ h∗ is not unique, but it is determined
only up to W -invariants.

For an element w ∈W we have

`(w) = #{α ∈ Φ+ | w(α) ∈ Φ−} = #{t ∈ T | tw < w}.

For later use, we associate to any w ∈W a homogeneous polynomial of degree 2`(w)

pw =
∏
t∈T
tw<w

αt ∈ R. (1.2)

1.3 The Hecke algebra of a Coxeter group

To a Coxeter system (W,S) we associate a Z[v, v−1]-algebra, called the Hecke algebra
H(W,S). The algebra H := H(W,S) is the unital associative Z[v, v−1]-algebra generated
by Hs for s ∈ S with relations

H2
s = −(v − v−1)Hs + 1, (1.3)

HsHtHs . . .︸ ︷︷ ︸
mst

= HtHsHt . . .︸ ︷︷ ︸
mst

(1.4)

for all s, t ∈ S. For x ∈ W we define Hx = Hs1Hs2 . . .Hsl for any reduced expression
x = s1s2 . . . sl. Because of (1.4) this is well-defined.

We denote by (−) the involution of H defined by v = v−1 and Hs = H−1
s .

Theorem 1.3.1. [KL79] There exists a unique basis {Hx}x∈W of H as a Z[v, v−1]-module
which satisfies for all x ∈W
• Hx = Hx,

• Hx = Hx +
∑
y<x

hy,x(v)Hy with hy,x(v) ∈ vZ[v].

The basis {Hx}x∈W is called the Kazhdan-Lusztig basis and the polynomials hy,x(v)
are known as Kazhdan-Lusztig polynomials.
Warning 1.3.2. In [KL79] a different parametrization of the Kazhdan-Lusztig polynomials
is used. Namely, in their notation we have

hy,x(v) = v`(x)−`(y)Py,x(v−2).

Notice that we have Hid = Hid = 1 and Hs = Hs + v. If w = s1s2 . . . sk is a word we
define Hw := Hs1Hs2 . . .Hsk

.
We also have an anti-involution a of H defined by a(v) = v and a(Hx) = Hx−1 for

x ∈ W . The trace ε is the Z[v, v−1]-linear map defined by ε(Hw) = δw,id. We define a
Z[v, v−1]-bilinear pairing

(−,−) : H×H → Z[v, v−1] (1.5)

by (h, h′) = ε(a(h)h′).
It is easy to check that Hs is biadjoint with respect to this pairing, i.e. (hHs, h

′) =
(h, h′Hs) and (Hsh, h

′) = (h,Hsh
′). Moreover for any x, y ∈ W we have (Hx,Hy) = δx,y

and from this it follows
(Hx,Hy) ∈ δx,y + vZ[v].
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Chapter 2

Geometry of Flag Varieties

2.1 Torus equivariant cohomology and Borel-Moore homol-
ogy

Let T be a complex algebraic torus, i.e. T ∼= (C∗)r for r ∈ N. There exists a universal
T -bundle ET → BT such that ET is contractible and the action of T on ET is free.
The space ET is unique up to T -homotopy equivalence and BT is unique up to homotopy
equivalence. The space BT is called the classifying space of T . If r = 1, the space ET can
be realized as

ET = lim−→(Cn \ {0}) = C∞ \ {0}.

The quotient is BT = ET/T = lim−→Pn = P∞. In general we realize ET as (C∞ \ {0})r and
BT ∼= (P∞)r (see [Bri00, §1] for more details).

Let K denote an arbitrary field. If Y is T -space, the equivariant cohomology of Y with
coefficients in K is defined as

H•T (Y,K) := H•(Y ×T ET,K).

The space Y ×T ET is the quotient of Y ×ET under the action of T defined by t · (y, e) =
(yt−1, te).

Via the pullback, the equivariant cohomology H•T (Y,K) is naturally a module over
H•T (pt,K) = H•(BT,K). We can describe H•(pt,K) as follows. Let

X∗(T ) = {T → C∗ | morphisms of algebraic groups}

be the group of characters of T . We have X∗(T ) ∼= Zr.
To each λ ∈ X∗(T ) we can associate a one-dimensional representation Cλ of T . Let Lλ

denote the line bundle ET ×T Cλ → BT . Then the first Chern class c1(Lλ) is an element
of H2(BT,Z), thus we obtain a group homomorphism

X∗(T )→ H2(BT,Z) = H2
T (pt,Z).

Let R = SymK(X∗(T )⊗Z K).1 Then we can extend it to a graded algebra isomorphism

R
∼−→ H•T (pt,K),

where in R we set deg(X∗(T )⊗Z K) = 2.
1The ring R always implicitly depends on K.
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To introduce the equivariant Borel-Moore homology we need to use finite dimensional
approximations of ET . Let ETm = (Cm+1 \ {0})r. Let HBM,• denote the usual (i.e. non-
equivariant) Borel-Moore homology (cf. [CG97, §2.6]). The T -equivariant Borel-Moore
homology is defined as

HT
BM,q(X,K) := HBM,q+2mr(X ×T ETm,K) for any m� 0.

In fact, for any m ≥ m′ ≥ dim(X) − q/2 the restriction map [CG97, 2.6.21] induces an
isomorphism

HBM,q+2mr(X ×T ETm,K)
∼−→ HBM,q+2m′r(X ×T ETm′ ,K).

Usually the equivariant Borel-Moore homology is non trivial in negative degrees. The
cap product

Hp
T (X,K)×HT

BM,q(X,K)→ HT
BM,q−p(X,K)

equips HT
BM,•(X,K) with a structure of R-module, where X∗(T ) ⊗Z K acts with degree

−2. We write HT
BM,−•(X,K) for the R-module HT

BM,•(X,K) with the opposite grading,
so that HT

BM,−•(X,K) is a graded R-module in the usual sense.
Assume that the Betti numbers of X vanish in odd degree. Then by [Bri00, Lemma

2 and Proposition 1] the graded R-modules H•T (X,K) and HT
BM,−•(X,K) are free and we

have an isomorphism of graded R-modules

H•T (X,K) ∼= Hom•R(HT
BM,−•(X,K), R). (2.1)

2.1.1 Equivariant cohomology of the flag variety

Let G be a complex semisimple algebraic group. We further assume that G is connected
and simply-connected. Let B ⊆ G be a Borel subgroup and T ⊆ B be a maximal torus.
We denote by g ⊇ b ⊇ h the corresponding Lie algebras. The T -action on g induces a
decomposition into weight spaces:

g = h⊕
⊕
α∈Φ

gα

where Φ ⊆ h∗ is the root system of G. We denote by Φ+ the set of positive roots, i.e. the
set of roots α ∈ Φ such that gα ⊆ b. Let ∆ ⊆ Φ+ be the corresponding set of simple roots.

We have X∗(T )⊗Z C ∼= h∗. Let Φ∨ ⊆ h denote the dual root system or coroot system:
for any root α ∈ Φ we denote by α∨ ∈ Φ∨ the corresponding coroot. If (−,−) is the
Killing form on h∗, then α∨ = 2

(α,α)(α,−). Because G is simply connected, the character
lattice X∗(T ) coincides with the lattice of integral weights hZ = {λ ∈ h∗ | λ(α∨) ∈ Z for
all α∨ ∈ Φ∨}. We set hK = hZ ⊗Z K.

The Weyl group W of G is the group generated by the reflections

sα : h∗ → h∗ sα : λ 7→ λ− λ(α∨)α

for α ∈ Φ. It is a Coxeter group with simple reflections sα, α ∈ ∆. We also have
W ∼= NG(T )/T , where NG(T ) is the normalizer subgroup of T .

We consider the homogeneous space X := G/B, called the flag variety of G. It is a
smooth complex projective variety of dimension equal to |Φ+|. The Borel subgroup B acts
on X and decomposes it in a finite number of orbits, one for each element of W :

X =
⊔
w∈W

B · wB/B.
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This decomposition is known as the Bruhat decomposition. As a variety each B-orbit is
isomorphic to an affine space, i.e. we have an isomorphism of algebraic varieties B·wB/B ∼=
C`(w). This means that the Bruhat decomposition gives a CW-complex structure on X
and we can easily use this to compute the homology and cohomology of X.

Let Xw = B · wB/B be the closure of a single orbit. The varieties Xw are in general
singular projective varieties and are called Schubert varieties. Each Schubert variety Xw

is a union of B-orbits and B · xB/B ⊆ Xw if and only if x ≤ w in the Bruhat order.
Since all the cells in the Bruhat decomposition have even dimension as real manifolds,

we have
H•(X,K) ∼=

⊕
w∈W

K[Xw],

where [Xw] ∈ H2`(w)(X,K) is the fundamental class of Xw.
Similarly, we define [Xw]T as [Xw×T ETm] ∈ HT

BM,2`(w)(X,K) for any m� 0. The re-
striction map HT

BM,•(X,K)→ H•(X,K) sends [Xw]T to [Xw] and induces an isomorphism
[Bri00, Proposition 1]:

K⊗R HT
BM,•(X,K) ∼= H•(X,K).

Here K is regarded as a R-module via the isomorphism K ∼= R/R+ and R+ stands for
the ideal of polynomials without constant term. It follows that {[Xw]T }w∈W is a basis of
HBM,−•(X,K) as a R-module.

Because of (2.1) we can define a basis {Pw}w∈W of H•T (X,K) dual of {[Xw]T }w∈W ,
that is Pw is defined by

Pw([Xv]T ) = δw,v for all v ∈W.

The basis {Pw}w∈W is known as Schubert basis. We have deg(Pw) = 2`(w).
If K is a field of characteristic 0, there exists also a second useful description of the

equivariant cohomology H•T (X,K). Let us denote by RW ⊆ R the subring ofW -invariants.
Then we have, as explained in [Bri98, Proposition 1]:

H•T (X,K) ∼= R⊗RW R.

Remark 2.1.1. Since B = TU and U = [B,B] is contractible, for any B-space Y we have
H•B(Y,K) ∼= H•T (Y,K). In particular, H•T (X,K) ∼= H•B(G/B,K) ∼= H•B×B(G,K), and this
means that H•T (X,K) is in a natural way a module over H•B×B(pt,K) = R ⊗K R, that is
H•T (X,K) is naturally a R-bimodule.

From the equivariant cohomology we can also recover the usual singular cohomology
H•(X,K). In fact, we have

H•(X,K) ∼= K⊗R H•T (X,K) ∼= K⊗RW R.

In particular, we have H•(X,K) ∼= R/RW+ where RW+ is the ideal of R generated by
homogeneous W -invariant of positive degree. The ring R/RW+ is called the coinvariant
ring.

Let Pw = 1⊗Pw ∈ H•(X,K). Then {Pw}w∈W is a basis H•(X,K) over K, also called
Schubert basis.

Remark 2.1.2. It is false for a general ring K that R/RW+ ∼= H•(X,K). Assume for
example K = Z. Then in general the ring R/RW+ is not even free as an abelian group.
Using the software Magma [BCP97] we have spotted p-torsion in the coinvariant ring
R/RW+ as illustrated by Table 2.1. The indicated degree k is the minimum degree in which
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Table 2.1:

W B5 D5 F4 E6 E7 E8

p 2 2 3 2 3 2 3 2 5
k 22 16 14 16 12 22 12 16 16

such p-torsion appears. From computer computations also follows that there is no p-torsion
for G2, Bn if n ≤ 4, Dn if n ≤ 4 and that there is no 2-torsion for F4. We do not know
whether there is 3-torsion for E8.

However, to have an isomorphism R/RW+
∼= H•(X,K) it is sufficient that the primes

listed in [Dem73, Proposition 8] are invertible in the ring K. In particular, it follows that
there is no p-torsion in type A and C.

For any Schubert variety Xw we have

H•T (Xw,Z) =
⊕
x≤w

RPx and H•(Xw,Z) ∼=
⊕
x≤w

ZPx.

The inclusion map jw : Xw ↪→ X induces the map j∗w : H•T (X,Z) → H•T (Xw,Z) given by
j∗w(Px) = Px if x ≤ w and j∗w(Px) = 0 otherwise.

For a subset I ⊆ S, we denote byWI the subgroup ofW generated by I and by PI ⊇ B
the parabolic subgroup corresponding to I. The homogeneous space G/PI is called partial
flag variety. We shorten RWI by RI . We have

H•T (G/PI ,K) ∼= R⊗RW RI and H•(G/PI ,K) ∼= RI/RW+ .

If π : G/B → G/PI is the projection, then π∗ : H•T (G/PI ,K) → H•T (G/B,K) is
injective, and we can identify an element inH•T (G/PI ,K) with its image under π∗ [BGG73].
Let W I be the set of representatives of minimal length in W/WI . Then a R-basis for
H•T (G/PI ,K) is given by the set

{Pv | v ∈W I}.

Similarly, a K-basis for H•(G/PI ,K) is given by the set

{Pv | v ∈W I}.

2.2 The nil Hecke ring and its dual

A third, algebraic, description of the equivariant cohomology of the flag variety was given
by Konstant and Kumar in [KK86a, KK86b] and Arabia in [Ara86]. It is important to
remark that the construction can be generalized to arbitrary Coxeter groups (if we restrict
to the realizations of W discussed in §1.2, as pointed out in [KK86a, Remark 4.35(b)],
see also [Wil16, §3.4]) In fact, Kostant and Kumar’s original motivation was to provide
an algebraic description of the (equivariant) cohomology of flag varieties of Kac-Moody
groups.

Let Q be the field of fractions of R and let QW denote the smash product of Q with
W . This means that QW is a free left Q-module with basis {δw}w∈W and multiplication
defined by

(fδx)(gδy) = fx(g)δxy.
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In particular, fδx = δxx
−1(f). We have an anti-involution (−)t on QW defined by

(qδx)t = x−1(q)δx−1 .

Notice that QW is not an algebra over Q since qδid is not a central element for q ∈ Q.
For s ∈ S we define the element

Ds =
1

αs
(δid − δs) = (δid + δs)

1

αs
∈ QW .

We have D2
s = 0 and the Ds satisfy the braid relations [KK86a, Proposition 4.2], i.e.

DsDtDs . . .︸ ︷︷ ︸
msttimes

= DtDsDt . . .︸ ︷︷ ︸
msttimes

Hence, for x ∈ W we can define Dx = Ds1Ds2 . . . Dsl where x = s1s2 . . . sl is any
reduced expression for x. We have a natural left action of QW on Q via fδx · g = fx(g).

Definition 2.2.1. The nil-Hecke ring NH(W ) is defined to be the ring {q ∈ QW | q(R) ⊆
R} ⊆ QW .

Theorem 2.2.2. [KK86a, Theorem 4.6] The ring NH(W ) is a free right R-module with
basis {Dw}w∈W .

Let Ω = Hom−Q(QW , Q) be the set of right Q-module morphisms. We can think of Ω as
the set of functions W → Q, where to an element ψ ∈ Ω corresponds the function W → Q
which sends x ∈ W to ψ(δx). We regard Ω as a Q-algebra, via point-wise addition, scalar
multiplication and multiplication. The algebra Ω has also a structure of left QW -module
via

f · ψ(y) = ψ(f t · y).

Warning 2.2.3. Notice that this defines also a new structure of R-module on Ω via f ·
ψ(y) = ψ(f · y). However, this does not coincide with the R-action given by point-wise
multiplication. To differentiate, we will always write the one induced by the left QW action
as a left action and the point-wise multiplication as a right action on Ω.

Let us consider the following subspace of Ω:

Λ :=
{
ψ ∈ Ω | ψ(NH(W )t) ⊆ R and ψ(Dt

w) 6= 0 only for a finite number of w ∈W
}
.

Proposition 2.2.4. [KK86a, Proposition 4.20] The subspace Λ is a R-subalgebra of Ω.
Let ξx ∈ Ω defined by ξx(Dt

y) = δx,y.2 As a right R-module Λ is free with basis {ξx}x∈W .

The ring Λ is called the dual nil-Hecke ring. It is a graded ring with deg(ξx) = 2`(x).
It provides a new algebraic description of the equivariant cohomology of flag varieties.

Theorem 2.2.5. [Ara89] Let A be a generalized Cartan matrix, G the corresponding Kac-
Moody group and W its Weyl group. Then there exists an isomorphism

H•T (G/B,K) ∼= Λ

which sends the Schubert basis element Px into ξx.

Notice that in general the cohomology of the flag variety of a Kac-Moody group is not
generated in degree 2, and there is no description available as a “coinvariant ring”.

2Here δx,y denotes the Kronecker delta. It has nothing to do with δx defined above!
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Warning 2.2.6. In [KK86a] Kostant and Kumar use a different definition of the elements
ξx and dx,y. We denote them by ξxKK and dKKx,y to distinguish from the ones used here. We
have ξx = (−1)`(x)ξx

−1

KK and dx,y = (−1)`(x)dKKx−1,y−1 .

Lemma 2.2.7. [KK86a, Proposition 4.3(b)] For all λ ∈ h∗ and x ∈W we have

i) λ ·Dx = Dxx
−1(λ) +

∑
y
t−→
L
x

Dy∂t(λ);

ii) λ ·Dt
x = Dt

xx(λ) +
∑
y
t−→
R
x

Dt
y∂t(λ);

iii) λ · ξx = ξxx(λ) +
∑
x
t−→
R
y

ξy∂t(λ).

Proof. First we consider Ds, for s a simple reflection. We have

Dss(f) =
1

αs
(δid − δs)s(f) =

s(f)

αs
δid −

f

αs
δs = fDs −

f − s(f)

αs
Did = fDs −Did∂s(f)

The general case easily follows by induction using Dx = DyDs with y < x and s ∈ S.
The second statement now follows using λ ·Dt

x = (Dxλ
t)t = (Dxλ)t and that if y t−→

L
x

then y y−1ty−−−→
R

x and ∂t(x(λ)) = −∂y−1ty(λ). The third statement follows since (λ·ξx)(Dt
y) =

ξx(λt ·Dt
y) = ξx(λ ·Dt

y).

The third statement gives a formula for multiplying a Schubert basis element with a
weight. This is often referred to as the Chevalley formula.

We can write Dy =
∑

x∈W ex,yδx, with ex,y ∈ Q. The rational functions ex,y are
homogeneous of degree −2`(y) and are called equivariant multiplicities.

Proposition 2.2.8 ([Wil16, Prop. 3.6]). We have:

i) ex,y = 0 unless x ≤ y;

ii) ey,y = (−1)`(y)(py)
−1, where py is defined in (1.2).

We define dx,y := ξx(δy−1). Let E = (ex,y)x,y∈W and D = (dx,y)x,y∈W .

Proposition 2.2.9 ([KK86a, Prop. 4.24]). We have:

i) dx,y = 0 unless x ≤ y

ii) D = E−1, i.e. for any x, y ∈ W we have
∑

z dx,zez,y = δx,y. In particular, we have
dx,x = e−1

x,x = (−1)`(x)px.

iii) For any x, y ∈ W , the rational fraction dv,w belongs to R and it is homogeneous of
degree 2`(v).

iv) For any λ ∈ h∗, dx,z(z(λ)− x(λ)) =
∑
x
t−→
R
y

∂t(λ)dy,z.
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Proof. We prove here only iv). This follows from

dx,zz(λ) = ξx(δz−1z(λ)) = ξx(λ · δz−1) = (λ · ξx)(δz−1) =

= ξx(δz−1)x(λ) +
∑
x
t−→
R
y

ξy(δz−1)∂t(λ) = dx,zx(λ) +
∑
x
t−→
R
y

dy,z∂t(λ).

2.3 The affine Grassmannian and the affine flag variety

The affine Grassmannian of the simply-connected semisimple group G is defined as

Gr := G((t))/G[[t]].3

The affine Grassmannian is a complex ind-projective variety of infinite dimension, i.e. it
can be obtained as direct limit of finite dimensional complex projective varieties.

Let X∗(T ) be the cocharacter lattice, that is the dual lattice of X∗(T ). Since G is
assumed to be simply connected we have X∗(T ) ∼= ZΦ∨. Let

X∗(T )+ = {µ ∈ X∗(T ) | α(µ) ≥ 0 for all α ∈ Φ+} ⊆ X∗(T ).

Elements ofX∗(T ) can also be thought as algebraic morphism C∗ → T , hence as morphisms
C((t))∗ → T ((t)). Let tµ ∈ T ((t)) be the image of t under this map. Two important
decompositions of Gr are

Gr =
⊔

µ∈X∗(T )+

G[t−1] · tµG[[t]]/G[[t]] (Birkhoff decomposition [Zhu16, (2.3.1)])

Gr =
⊔

µ∈X∗(T )+

G[[t]] · tµG[[t]]/G[[t]] (Cartan decomposition [Zhu16, (2.1.2)])

Let π0 : G[[t]]→ G be the map defined by sending t 7→ 0. The group I = π−1
0 (B) is called

the Iwahori subgroup of G((t)). The quotient

F̂ l = G((t))/I

is called the affine flag variety of G. Consider now the affine Weyl group W̃ . It is the
subgroup of affine transformations of X∗(T ) ⊗Z R generated by the Weyl group W and
the coroot lattice ZΦ∨ (which acts by translations). We have W̃ ∼= ZΦ∨ o W , hence
W̃/W ∼= ZΦ∨ ∼= X∗(T ). We also have the Bruhat decomposition [Zhu16, 2.1.22]:

Gr =
⊔

µ∈X∗(T )

I · tµG[[t]]/G[[t]] F̂ l =
⊔
x∈W̃

I · xI/I

We mention also another realization of the affine Grassmannian and of the affine flag
variety as loop spaces [PS86].

The space G(C[t, t−1]) is the space of algebraic maps C∗ → G. Let K be a maximal
compact subgroup of G. Let LpolK be the subspace of G(C[t, t−1]) that sends S1 ⊆ C∗
into K. We have a subspace ΩpolK ⊆ LpolK of maps that send 1 ∈ S1 to 1 ∈ G. Then
the inclusion ΩpolK ↪→ G(C[t, t−1]) ↪→ C((t)) induces a homeomorphism ΩpolK ∼= Gr
(this is the analogue for loop groups of writing an element in GLn(C) as a product of a

3by G((t)), G[[t]], G[t], etc., we mean the k-rational points of G, with k = C((t)),C[[t]],C[t], etc.
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unitary matrix and a upper triangular one). This is proven in [PS86, Theorem 8.6.3] for
G = GLn(C) (see [Zhu16, §1.6] for the general case).

We sketch the proof for GLn(C): first we identify the affine Grassmannian with the set
of C[[t]]-lattices in C((t))n as in [Zhu16, §1.1]. Let H(n) = L2(S1,Cn) be the Hilbert space
of square-integrable functions from S1 to Cn. Let {ei}1≤i≤n be the standard basis of Cn.
Then we can write any element of f ∈ H(n) as

f(z) =
n∑
i=1

(∑
k∈Z

fi,kz
k

)
ei with fi,k ∈ C.

Let H+ = {f ∈ H(n) | fi,k = 0 for all k < 0} ⊆ H(n). Consider the set

Gr(0) = {W ⊆ H(n) subspace | zW ⊆W and ∃h ≥ 0 such that zhH+ ⊆W ⊆ z−hH+}.

For any C[[t]]-lattice L ⊆ C((t))n there exists h ≥ 0 such that th(C[[t]])n ⊆ W ⊆
t−h(C[[t]])n. Let ẽ1, ẽ2, . . . , ẽn be the standard basis of C((t))n. If b̃1, b̃2, . . . b̃n is a ba-
sis of L, with

b̃j =

n∑
i=1

∑
k≥−h

cji,kt
k

 ẽi with cji,k ∈ C,

we associate to L the subspace W = W0 + zhH+ ∈ Gr(0), where W0 ⊆ H(n) is the finite
dimensional vector space with basis b1, . . . , bn where

bj =

n∑
i=1

 ∑
−h≤k≤h

cji,kz
k

 ei.

This induces a homeomorphism between Grh := {L ∈ Gr | th(C[[t]])n ⊆ L ⊆ t−h(C[[t]])n}
and Grh(0) := {W ∈ Gr(0) | zhH+ ⊆ W ⊆ z−hH+}. They glue together in a homeomor-
phism between Gr and Gr(0).

For G = GLn(C) we can take K = Un. The group LpolK acts transitively on Gr(0),
and the stabilizer of H+ is K [PS86, Theorem 8.3.2 and Proposition 8.3.3(a)]. This shows

ΩpolK ∼= LpolK/K ∼= Gr(0)
∼= Gr.

Similarly, we have a homeomorphism F̂ l ∼= LpolK/TR, where TR = T ∩ R (this is the
infinite-dimensional analogue of the homeomorphismK/TR ∼= G/B). In fact, the affine flag
variety can be identified with the set of full periodic chains of lattices in C((t))n [Gör10,
Proposition 2.13], i.e. with the set of chains of C[[t]]-lattices in C((t))n

L0 ⊇ L1 ⊇ L2 ⊇ . . . ⊇ Ln−1 ⊇ tL0

such that dimC(Li/Li+1) = 1. Using the same map as above full periodic chains correspond
to elements in the set

Fl(0) =

{
(Wi)0≤i≤n−1 ∈ (Gr(0))

n

∣∣∣∣ W0 ⊇W1 ⊇ . . .Wn−1 ⊇ zWn

such that dimWi/Wi+1 = 1 for all i

}
.

Again, LpolK acts transitively on Fl(0). In fact, we can find γ ∈ LpolK such that
γ(H+) = W0 and the set of chains with W0 = H+ can be easily identified with the set of
flags in H+/zH+

∼= Cn. The group K acts on the set of flags of H+/zH+ and the action is
transitive. Moreover, the stabilizer of the standard flag is TR. We obtain F̂ l ∼= LpolK/TR
(cf. [PS86, Proposition 8.7.6]).
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Proposition 2.3.1. The fiber bundle p : F̂ l → Gr is topologically trivial, i.e. F̂ l ∼=
Gr ×G/B as topological spaces.

Proof. We use the identificationsK/TR ∼= G/B, Gr ∼= ΩpolK and F̂ l ∼= LpolK/TR as above.
It is easy to see that we have a TR-equivariant homeomorphism ΩpolK ×K ∼= LpolK. By
modding out both sides by TR we obtain a homeomorphism ΩpolK ×K/TR

∼−→ LpolK/TR
defined by (x, yTR) 7→ xyTR. This gives an isomorphism of fiber bundles on ΩpolK

ΩpolK ×K/TR LpolK/TR

ΩpolK

∼

p

It follows that the projection p is a topologically trivial fiber bundle.

We obtain
H∗(F̂ l,K) ∼= H∗(Gr,K)⊗H∗(G/B,K).

(see also [Lee15] for a more detailed description of this isomorphism).
The cohomology of the affine flag variety and of the affine Grassmannian can be de-

scribed using the nil-Hecke ring. In fact, there exists a Kac-Moody group G̃ with Weyl
group W̃ (with Borel B̃ and maximal torus T̃ ) such that

F̂ l ∼= G̃/B̃ and Gr ∼= G̃/P̃

where P̃ ⊆ G̃ is the maximal parabolic subgroup corresponding to finite Weyl group
W ⊆ W̃ [Kum02, Chapter XIII]. Let Λ be the dual nil Hecke ring of W̃ constructed using
the realization of type II associated to the affine Cartan matrix of G. We obtain:

H•(F̂ l,K) ∼= Λ⊗R K and H•(Gr,K) ∼= ΛW ⊗R K.4

2.4 Perverse sheaves on the flag variety

We recollect some rudiments about perverse sheaves on the flag variety X to provide a
geometric motivation for the introduction of Soergel bimodules in the next chapter. This
is also necessary in order to explain the connection with modular representation theory.
For a detailed introduction to equivariant sheaves and equivariant perverse sheaves we refer
to [BL94].

Let G be a complex semisimple simply-connected algebraic group and let X be its flag
variety. Let DbB(X,K) be the bounded B-equivariant derived category of sheaves of K-
modules. We have DbB(X,K) ∼= DbB×B(G,K), where B×B acts on G via (b, b′) ·g = bgb′−1.

Let PervB(X,K) ⊆ DbB(X,K) denote the full subcategory of B-equivariant perverse
sheaves. The category of perverse sheaves can be obtained as the heart of a t-structure,
and so it is an abelian category.

For w ∈ W let ICK
w := IC(Xw,K) denote the intersection cohomology sheaf of the

Schubert variety Xw. The set {ICK
w}w∈W is a complete set of representatives of simple

objects in PervB(X,K) up to isomorphism.
We can equip the category DbB(X,K) with a monoidal structure given by a functor

? : DbB(X,K)×DbB(X,K)→ DbB(X,K)

4However, T $ T̃ so the nil-Hecke ring does not describe directly the T -equivariant cohomology.
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as follows. For F ,G ∈ DbB(X,K). We think F ,G ∈ DbB×B(G,K), so that F � G ∈
DbB4(G × G,K). Let ι : B3 → B4 the embedding (b1, b2, b3) 7→ (b1, b2, b2, b3). Then by
restriction we can regard F�G as a B3-equivariant sheaf on G×G. There is an equivalence
r : DbB3(G×G,K)

∼−→ DbB(G×BX,K). Finally we have the map m : G×BX → X induced
by the multiplication, that is m(g, x) = gx. We define

F ? G := m∗(r(F � G)) ∈ DbB(X,K).

Let now K = Q (or any field of characteristic 0). Let K the full subcategory of
DbB(X,R) whose objects are direct sums of shifts of IC complexes ICQ

x := ICB(Xx,Q). It
is a consequence of the decomposition theorem [BBD82] applied to the projective map m
that the category K is stable under ?. Let [K] denote the split Grothendieck group of the
additive category K. It is a Z[v, v−1]-algebra, where v acts by shifting the degree by one,
i.e. v · F = F [1].

Theorem 2.4.1. [KL80, Spr82b] There exists a unique isomorphism of Z[v, v−1]-algebras

ε : H(W,S)
∼−→ [K]

such that Hx 7→ [ICQ
x ] for all s ∈ S.

We can also construct an inverse ch to the isomorphism ε. For x ∈W , if F ∈ DbB(X,Q)
we denote by Fx its stalk in xB ∈ X. Then let

hx(F) =
∑
i∈Z

dimH−i(Fx)v−`(x)+i

and ch(F) =
∑

x∈W hx(F)Hx. In particular, we recover the KL polynomials hx,y =
hx(ICQ

y ).
For a complex F ∈ DbB×B(G,Q) we can regard its hypercohomology H•(F) in a natural

way as a graded module over H•B×B(pt,Q) ∼= R⊗Q R, hence as a bimodule over R.

Theorem 2.4.2 (Erweiterungssatz [Soe90, Gin91]). The hypercohomology functor H• is
fully faithful and monoidal on K, i.e. for any F ,G ∈ K we have

HomDbB×B(G,Q)(F ,G) ∼= HomR⊗R(H•F ,H•G)

and
H•(F ? G) ∼= H•F ⊗R H•G.

In particular, the category K is equivalent to its essential image under H. The resulting
category is called the category of Soergel bimodules. In Chapter 3.1 we will give an alter-
native definition of the category of Soergel bimodules that uses as input only the action
of W on h, so that it can be generalized to any Coxeter group and any reflection faithful
realization h.

Remark 2.4.3. For most of the content in this section we can replace B-equivariant
sheaves on X with B-constructible sheaves on X. In this case the hypercohomology will
be naturally a R-module, and arguing similarly we obtain the category of Soergel modules.
For finite Coxeter groups the categories of Soergel modules and Soergel bimodules have
very similar behavior. However, we show in §3.6 that this is not necessarily the case for
infinite Coxeter groups.

Remark 2.4.4. If K is a field of positive characteristic the decomposition theorem breaks
down, and the category K is ill-behaved with respect of the monoidal structure ?. A
natural replacement to perverse sheaves in this case is given by the theory of parity sheaves
[JMW16].
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2.4.1 Lusztig’s conjecture

The reference for this section is [Wil17a]. Let now K be an algebraically closed field of
characteristic p > 0 and let G∨K be the Langlands dual group of G defined over K with
maximal torus T∨K . We have X∗(T∨K ) = X∗(T ).

We are interested in the category RepGK of finite dimensional algebraic representations
of GK over K. Lusztig’s conjecture gives a formula to compute the characters of simple
modules in RepG∨K. Before stating it more precisely we need to introduce some terminology.

We choose a Borel subgroup B∨K ⊆ G∨K corresponding to negative coroots. For any
λ ∈ X∗(T∨) we have the Weyl module ∆(λ) := (Γ(G∨K/B

∨
K,Lλ)∗)σ, where σ denotes the

Chevalley involution. The character of a Weyl module is “easy” as it can computed using
the Weyl character formula.

There is a bijection between

X∗(T∨)+ = {λ ∈ X∗(T∨) | λ(α∨) ≥ 0 for all α ∈ (Φ∨)+}

and simple GK modules, given by λ 7→ L(λ) = head(∆(λ)). We define the set of p-restricted
weights:

Xp
1 := {λ ∈ X∗(T∨) | 0 ≤ λ(α∨) ≤ p for all α ∈ ∆}

Consider now the affine Weyl group W̃ of G. The p-dilated dot action •p of the affine
Weyl group W̃ is defined by

x •p µ = x(µ+ ρ)− ρ if x ∈W

λ •p µ = µ+ pλ if λ ∈ ZΦ

Let h be the Coxeter number ofW . A proposed version of Lusztig’s conjecture [Wil17a,
Conjecture 1.20] is the following:

Conjecture 2.4.5. Assume p > h and x •p µ ∈ X1
p . Then:

chL(x•pµ) =
∑
y≤x

y•pµ∈X∗(T∨)+

(−1)`(y)−`(x)hy,x(1) ch ∆(y•pµ) (Lusztig’s character formula)

where hx,y are the KL polynomials for W̃ .

Using further techniques (Steinberg tensor product theorem, Jantzen translation func-
tors) if Lusztig’s character formula holds one can compute the character of any irreducible
representation of G∨K. We know by work of Andersen, Jantzen and Soergel [AJS94] that
Lusztig’s character formula holds for p� h, and by work of Williamson [Wil17b] we know
that there exists a family of counterexamples to Lusztig’s character formula for p ∼ ch,
with c ∼ 1.10 . . .. We still do not know precisely where Lusztig’s conjecture starts to hold.

There are several deep ties between the representation theory of G∨K and the geometry.
It is worth to mention the geometric Satake correspondence [MV07], which states that
there exists an equivalence of monoidal categories

(PervG[[t]](Gr,K), ?) ∼= (RepG∨K,⊗K).

We can also use the geometry of the affine flag variety to control Lusztig’s conjecture.
For x ∈ W̃ let F̂ lx be the corresponding Schubert variety, i.e. F̂ lx = I · xI/I.
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Theorem 2.4.6. [FW14, Theorem 9.2] Let A = {x ∈ W̃ | x−1 •p (−2ρ) ∈ Xp
1}. If there

is no p-torsion in the stalk and costalk of IC(F̂ lx,Z) for x ∈ A, then Lusztig’s conjecture
holds.

Fiebig [Fie08, Theorem 4.6] described an approach to prove the absence of p-torsion.
Let E(x) be the indecomposable parity sheaf defined as in [JMW16, §4.1]. Then it is
enough to check for any x ∈ A that the local hard Lefschetz theorem holds for the parity
sheaf E(x) at any point. In this case every E(x) can also be obtained as base change of the
integral intersection cohomology sheaf IC(F̂ lx,Z) [WB12, Proposition 3.11]. We refer to
[Wil16] for a precise statement of the local hard Lefschetz theorem in the setting of Soergel
bimodules.

Using this approach Fiebig proved an upper bound for Lusztig’s conjecture: if p is
bigger than a certain number U(ŵ0), defined in [Fie08, §1.3], then Lusztig’s conjecture
holds.
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Chapter 3

Soergel Bimodules, Moment Graphs,
and the Hom Formula for Soergel
Modules

In this chapterW denotes an arbitrary Coxeter group and h is one of the reflection faithful
realizations of W over a field K discussed in §1.2. Recall that R = SymK(h∗).

3.1 Soergel bimodules

For s ∈ S we denote by Bs the graded R-bimodule R ⊗Rs R[1]. Let w = s1s2 . . . sk be
an expression, not necessarily reduced. The Bott-Samelson bimodule BS(w) is the graded
R-bimodule defined as

BS(w) = Bs1 ⊗R Bs2 ⊗R . . .⊗R Bsk = R⊗Rs1 R⊗Rs2 R⊗ . . .⊗Rsk R[k].

Definition 3.1.1. The category of Soergel bimodule SBim is the smallest full subcat-
egory of graded R-bimodules that contains all the Bott-Samelson bimodules BS(w) for
any expression w and that is closed under grading shifts, finite direct sums and direct
summands.

Morphisms in SBim are degree-preserving morphisms of R-bimodules, i.e. homoge-
neous of degree 0. For B,B′ ∈ SBim we write

Hom•(B,B′) =
⊕
i∈Z

HomSBim(B,B′[i]).

For x ∈W we denote the twisted graph of x by Gr(x), that is

Gr(x) = {(x(λ), λ) | λ ∈ h} ⊆ h× h

For a subset A ⊆W let Gr(A) =
⋃
x∈AGr(x). Since R is the ring of regular functions

on h, we can think of any Soergel bimodule B as a quasi-coherent sheaf on h× h. For any
Soergel bimodule B there exists a finite subset A ⊆W such that B is supported on Gr(A).

For a subset A ⊆W let

ΓAB := {b ∈ B | supp b ∈ Gr(A)}
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For x ∈ W we write Γ≤xB for Γ{y|y≤x}B and similarly for Γ<xB, Γ≥xB, Γ>xB, ΓxB
and Γ6=xB. Let ΓxB = B/Γ6=xB.1 We also write Γ`≤iB for Γ{y|`(y)≤i}B and similarly for
Γ`≥iB.

Notice that Jx = Ann(Gr(x)) = {f ∈ R⊗R | f |Gr(x) = 0} is generated by the elements
x(f)⊗ 1− 1⊗ f , for f ∈ h∗. If b ∈ ΓAB then x(f)b− bf ∈ ΓA\{x}B.

Let Rx be the ring of regular functions of Gr(x), i.e. Rx = (R ⊗K R)/Jx. Then Rx is
isomorphic to R as a left graded R-module, and as a right module we have r · f = x(f)r,
for any r ∈ Rx and f ∈ R. The bimodule Rx is called standard bimodule.

Proposition 3.1.2. [Soe07, Proposition 6.4 and 6.6] Let B be a Soergel bimodule:

i) For any x ∈ W the subspaces Γ≤xB/Γ<xB, Γ≥xB/Γ>xB, ΓxB and ΓxB are free
graded left R-modules. As graded bimodules they are isomorphic to a direct sum of
shifts of the standard bimodule Rx.

ii) The natural maps ΓxB → Γ≤xB and Γ≥xB → ΓxB induces isomorphism

ΓxB ∼= px (Γ≤xB/Γ<xB) and Γ≥xB/Γ>xB ∼= pxΓxB

where px ∈ R is the polynomial defined in (1.2).

Theorem 3.1.3. [Soe07, Satz 6.16]

• For any x ∈W there exists a unique (up to isomorphisms and shifts) indecomposable
Soergel bimodule Bx such that Bx is supported on Gr(≤ x) and ΓxBx 6= 0.

• Fix a reduced expression x for x. For any decomposition of BS(x) into indecompos-
able bimodules, Bx is isomorphic to the direct summand containing 1⊗x := 1 ⊗ 1 ⊗
. . .⊗ 1 ∈ BS(x). Moreover, Bx is the unique direct summand of BS(x) which is not
a direct summand of BS(y) for any expression y such that `(y) < `(x).

• Any indecomposable Soergel bimodule is isomorphic to Bx[k], for some k ∈ Z and
x ∈W .

Let [SBim] denote the split Grothendieck group the category of Soergel bimodules.
We consider [SBim] as a Z[v, v−1] algebra via v · [B] = [(B[1])]. The tensor product ⊗R
equips the category SBim with a monoidal structure, and this induces a Z[v, v−1]-algebra
structure on [SBim].

Theorem 3.1.4 (Soergel’s Categorification Theorem). There exists a isomorphism of al-
gebras E : H(W,S)

∼−→ [SBim] such that Hs 7→ [Bs]

Using the support filtration we can construct an inverse ch of the isomorphism E as
follows:

ch(B) =
∑
x∈W

(grrk Γ≤xB/Γ<xB)v`(x)Hx.

In particular, we have ch(Bs) = Hs and ch(BS(w)) = Hw.

1In [Fie08] Fiebig defines Gr(x) to be Gr(x−1) in our notation, so the module ΓxB is there denoted
by Bx

−1

. Yet another notation is used [Wil16]: there ΓxB is denoted by Bx, while ΓxB is denoted by
B!
x. Williamson’s notation is motivated by the fact ΓxB and ΓxB are the stalks and costalks of the sheaf

corresponding to B, when this exists.
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Theorem 3.1.5 (Soergel’s hom formula [Soe07, Theorem 5.15]). Let B and B′ be Soergel
bimodules. Then Hom•(B,B′) is a graded free left R-module and

grrk Hom•(B,B′) = (ch(B), ch(B′))

where (−,−) is the pairing of the Hecke algebra defined in (1.5).

Theorem 3.1.6 (Soergel’s Conjecture / Elias-Williamson theorem [EW14, Theorem 1.1]).
Let K = R. Then ch(Bw) = Hw.

Remark 3.1.7. In [EW14] Elias and Williamson proved Theorem 3.1.6 for realization
of Type I, and their proof can be easily adapted to realization of Type II (see [Ric17]).
Soergel’s conjecture was already known, by geometric means, if K is of characteristic 0 for
realizations of type II or III (see for example [Här99]).

In the following, we will also need to consider a larger category of bimodules, that are
well behaved with respect to the support filtration.

Definition 3.1.8. The category of graded R-bimodules with a ∇-flag F∇ is the full sub-
category of graded R-bimodules B such that

• B is finitely generated both as a left and a right R-module,

• B is supported on Gr(A) for some finite subset A ⊆W ,

• for all i the quotients Γ`≤iB/Γ`≤i−1B are isomorphic to a direct sum of standard
bimodules Rw[k], with `(w) = i.

An important consequences of requiring that our realization is reflection faithful is that
there can be a non-trivial extension between the bimodules Rx and Ry if and only if xy−1

is a reflection [Soe07, Lemma 5.8]. This allows us to rearrange many terms in the support
filtration:

Lemma 3.1.9 (Soergel’s hin-und-her Lemma [Soe07, Lemma 6.3]). Let B ∈ F∇. Fix an
enumeration w1, w2, w3 . . . of the elements of W which refines the Bruhat order, i.e. i ≤ j
if wi ≤ wj. We abbreviate Γ{wh|h≤i} by Γ≤iB. Then the inclusion Γ≤whB ↪→ Γ≤hB induces
an isomorphism

Γ≤whB/Γ<whB
∼−→ Γ≤hB/Γ≤h−1B.

3.1.1 Invariant forms and duality of Soergel bimodules

We define the dual DB of a graded R-bimodule B to be DB = Hom•R−(B,R), where
Hom•R−(−,−) denotes the space of morphisms of left R-modules of all degrees. We can
give to DB a structure of graded R-bimodule via r1fr2(b) = f(r1br2), for any f ∈ DB,
b ∈ B and r1, r2 ∈ R.

A left invariant pairing on two Soergel bimodules B,B′ is a homogeneous bilinear form

〈−,−〉 : B ×B′ → R

such that 〈b, b′f〉 = 〈bf, b′〉 and 〈fb, b′〉 = 〈b, fb′〉 = f〈b, b′〉 for all b ∈ B, b′ ∈ B′ and
f ∈ R.2

2We use here left invariant form on Soergel bimodules, as in [Wil16]. Notice that in [EW14] the opposite
choice is made.
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There is a bijection between left invariant pairings on B,B′ and R-bimodule morphisms
B → DB′. We say that a pairing is non-degenerate if the induced map B → DB′ is an
isomorphism. This is stronger that asking that for any b ∈ B there exists b′ ∈ B′ such that
〈b, b′〉 6= 0.

Let
cs =

1

2
(αs ⊗ 1 + 1⊗ αs) ∈ Bs.

The element cs is, up to scalar, the unique element of Bs of degree 1 such that fcs = csf for
all f ∈ R. Thus, the map R→ Bs which sends 1 to cs is a homomorphism of R-bimodules.

Let cid = 1⊗ 1 ∈ Bs. The set {cid, cs} is a basis of Bs as a left R-module. By abuse of
notation we write c1

s = cs and c0
s = cid.

Let w = s1s2 . . . sk. We call an element of {0, 1}k a 01-sequence. For a 01-sequence e
we define

ce = ce1s1c
e2
s2 . . . c

ek
sk
.

The set {ce | e a 01-sequence for w} is a basis of BS(w) as a free left R-module. We
denote c00...0 by ctop and c11...1 = 1⊗ 1⊗ . . .⊗ 1 by 1⊗w .3 We call it the string basis of the
Bott-Samelson bimodule. Notice that a Bott-Samelson bimodule is a shifted algebra with
respect of component-wise multiplication, and 1⊗w is its (shifted) unity. We have

deg(ce) = −`(w) + 2 ·#{k | ek = 0} = #{k | ek = 0} −#{k | ek = 1}.

Let Tr : BS(w) → R be the left R-linear map which returns the coefficients of ctop in
the string basis. Let

〈f, g〉BS(w) = Tr(f · g),

where f ·g stands for the component-wise multiplication in BS(w). The pairing 〈−,−〉BS(w)

is left invariant and it is called the intersection form.
The intersection form on Bott-Samelson bimodules is non-degenerate [EW14, Corollary

3.9], hence BS(w) ∼= DBS(w). Since Bx is the unique direct summand of BS(x), for x
reduced, such that ΓxBx 6= 0, it follows that Bx ∼= DBx.

Lemma 3.1.10. The restriction of the intersection form 〈−,−〉BS(x) to the direct sum-
mand Bx is non-degenerate.

Proof. We fix a decomposition of Soergel bimodules BS(x) = Bx ⊕ V . We can view the
isomorphism Ψ : BS(w)

∼−→ DBS(w) induced by the intersection form as a matrix of
morphisms:

Ψ :=

(
α β
γ δ

)
:

(
Bx
V

)
−→

(
DBx
DV

)
Let rad(SBim) ⊆ SBim denote the radical of the category of Soergel bimodules (see

[Kra15, Str95] for the definition of the radical of an additive category, see also [EW14,
§6.1]). Let q : SBim → SBim/ rad(SBim) be the projection functor. We have that a
morphism f : B → B′ of Soergel bimodules is an isomorphism if and only if q(f) is also
an isomorphism.

Since Bx is not a direct summand of V ∼= DV it follows that β, γ ∈ rad(SBim). Since
q(Ψ) is an isomorphism then also q(α) and q(δ) are isomorphisms. It follows that the
restrictions of 〈−,−〉BS(x) to both Bx and V is non-degenerate.

If K = R, it follows from the Soergel’s conjecture and Soergel’s hom formula that
End0(Bx) ∼= R for all R. This means that there exists a unique (up to scalar) non-zero
invariant form on Bx and that this invariant form is non-degenerate.

3The element 1⊗w is often denoted cbot.
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3.1.2 Localization of Soergel bimodules

A useful technique to study Soergel bimodules is the localization [EW16, §3.6]. Let Q be
the field of fractions of R. By tensoring with Q we turn the category of Soergel bimodules
into a semisimple category.

The module Q ⊗R BS(w) has a natural structure of (ungraded) Q-bimodule. In fact,
if w = s1s2 . . . sk we have an isomorphism

BS(w)Q := Q⊗R BS(w) ∼= Q⊗Qs1 Q⊗Qs2 Q⊗ . . .⊗Qsk Q

Let Qx = Q⊗R Rx be the localization of the standard bimodules. We have

dimQ Hom(Qx, Qy) = δx,y.

Let Bs,Q = Q⊗RBs ∼= Q⊗QsQ. It decomposes as Bs,Q = Qid⊕Qs via the isomorphism
f ⊗ g 7→ (fg, fs(g)). This induces a decomposition

BS(w)Q =
⊕

e∈{0,1}l
Qe (3.1)

where Qe ∼= Qwe as a Q-bimodule.
Similarly, every Soergel bimodules B decomposes similarly after localization in a direct

sum of standard Q-bimodules. In fact, we have an injection of graded bimodules [Wil16,
Equation (6.2)]

B ↪→
⊕
x∈W

ΓxB

which becomes an isomorphism after tensoring with Q, thus

Q⊗R B ∼=
⊕
x∈W

Q⊕dxx where dx = rk (ΓxB) .

For b ∈ B we denote by bx its projection to ΓxB.

Lemma 3.1.11. Let A ⊆ W be a subset. An element b ∈ B is in ΓAB if and only if
by = 0 for all y ∈W \A.

Proof. As explained in [Soe07, Remark 6.2] if B is a Soergel bimodule then for any b ∈ B
the support of b is union of twisted graphs Gr(x). Hence, we can identify ΓxB with the
restriction of B to Gr(x), that is

ΓxB ∼= B/(Ann(Gr(x))B) = B/JxB.

It follows that bx 6= 0 if and only if Gr(x) ⊆ supp(b).

Let B be a Soergel bimodule and let φ ∈ Hom•(BS(w), B) be a morphism. All the
direct summands of BS(x)Q are isomorphic to Qy for some y ≤ m(w), where m(w) is
defined in Lemma 1.1.2. It follows immediately from Lemma 3.1.11 that Imφ ⊆ Γ≤m(w)B.
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3.1.3 Diagrammatic for Soergel bimodules

Let BSBim be the category whose objects are the Bott-Samelson bimodules BS(w) for all
expressions w and whose morphisms are morphisms of graded bimodules of all degrees, i.e.
if B,B′ are Bott-Samelson bimodules then

HomBSBim(B,B′) = Hom•R⊗R(B,B′) =
⊕
i∈Z

HomSBim(B,B′[i]),

thus BSBim is a category enriched in the category of graded R-bimodules.
In [EW16] Elias and Williamson define a diagrammatic category D by generators and

relations, using planar diagrams. The category D is equivalent to the category of Bott-
Samelson bimodules BSBim. We will use this equivalence to depict diagrammatically
morphisms in BSBim and in SBim.

To define D, we first assign a different color to each element of S. Then objects in the
category D correspond to sequences of colored dots:

w = s1s2 . . . sn ←→ • • . . . •

The morphisms in D are a linear combination of isotopy classes of some decorated
planar diagrams embedded in the strip R × [0, 1]. The edges of this diagram are colored
by the elements of S and they may end in a dot of the same color on the boundary of the
strip. The connected components of the complement of the diagram can be decorated by
elements f ∈ R.

Example 3.1.12. A typical morphism between ststtsutsu and tsuus, where mst = 4,
msu = 3 and mtu = 2.

f

g

The generating morphisms, i.e. the kinds of vertices allowed in the diagrams, are:

dot trivalent vertex 2ms,t-valent vertex (here ms,t = 4)

We quotient the so-obtained set of diagrams by the following local relations:
• One color relations:
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Frobenius unit: =

Frobenius associativity: =

Needle relation: = 0

Barbell relation: = αs

nil-Hecke relation: f = s(f) + ∂s(f)

• Two color relations: Here we illustrate only the case ms,t = 3, see [EW16, §5.1] for
the general form.

= ; = +

• Three color relations: see (5.8)-(5.13) in [EW16].

We define a functor D → BSBim by sending w to BS(w) and by specifying the image
(and the degrees) of the generating morphisms as in Table 3.1.

We still need to specify the image of the 2mst-valent vertex. Let ws = sts . . .︸ ︷︷ ︸
mst

, wt =

tst . . .︸ ︷︷ ︸
mst

and w = sts . . .︸ ︷︷ ︸
mst

∈W . Both BS(ws) and BS(wt) have a direct summand isomorphic

to Bw. We define the image of the 2mst-valent vertex to be the composition

φ : BS(ws) � Bw ↪→ BS(wt).

This is well defined up to a scalar. In fact, it follows from the Soergel’s hom formula
and some elementary computation in the Hecke algebra of a dihedral group (see [Lib08,
Proposition 4.3]). that

dim Hom0(BS(ws), BS(wt)) = 1

We choose φ such that φ(1⊗ws) = 1⊗wt .
Under this functor, horizontal juxtaposition corresponds to tensor product of mor-

phisms and vertical juxtaposition corresponds to composition of morphisms.

Theorem 3.1.13. [EW16, Theorem 6.30] The functor D → BSBim defined as above is
an equivalence of categories.

Remark 3.1.14. The diagrammatic category D provides a categorification of the Hecke
algebra for much more general realizations than the one discussed in 1.2. For example, one
does not need to require faithfulness.
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Table 3.1:

Bs → R

f ⊗ g 7→ fg
deg = 1

R→ Bs

1 7→ 1
2(αs ⊗ 1 + 1⊗ αs)

deg = 1

BsBs → Bs

f ⊗ g ⊗ h 7→ f∂s(g)⊗ h
deg = −1

Bs → BsBs

f ⊗ g 7→ f ⊗ 1⊗ g
deg = −1

f
R→ R

1 7→ f
deg = deg f

BsBtBs . . .︸ ︷︷ ︸
mst

→ BtBsBt . . .︸ ︷︷ ︸
mst

deg = 0

3.2 An algebraic replacement of the cohomology of Schubert
varieties

If Xw is a Schubert variety, then the intersection cohomology IH•(Xw,R) contains the
cohomology H•(Xw,R)[`(w)] as a graded R-submodule.

The goal of this section is to define, for any element w ∈W , a graded R-sub-bimodule
H̃w of the indecomposable Soergel bimodule Bw which works as a replacement for the
cohomology ring of a Schubert variety. We will show that H̃w is a R-subbimodule of Bw
containg 1⊗w and that

dim(K⊗R H̃w)k = #{v ∈W | v ≤ w and 2`(v) = k + `(w)}.

Remark 3.2.1. For any complex variety Y , there is a natural map H•(Y,R)[dimY ] →
IH•(Y,R), but in general this map need not be injective. In fact, if Y is projective, then
the kernel is precisely the non-pure part of H•(Y,R) [dM09b, Theorem 3.2.1]. Because
Schubert varieties have a cell decomposition into complex affine spaces, their cohomology
is pure. Hence, we have a natural inclusion H•(Xw,R)[`(w)] ↪→ IH•(Xw,R) for any
w ∈W .

3.2.1 Light leaves basis of Bott-Samelson bimodules

We use the diagrammatic notation for morphisms between Soergel bimodules from §3.1.3.
In [EW16, Chapter 6] Libedinsky’s light leaves are introduced in the diagrammatic

setting. We make use of Elias and Williamson’s results.
Let w an expression and e a 01-sequence with we = x. The Light Leaf LLw,e is an

element in Hom•(BS(w), BS(x)), for some choice of a reduced expression x of x. For any
light leaf LLw,e, let

LL
w,e ∈ Hom•(BS(x), BS(w)) be the morphism obtained by flipping
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the diagram of LLw,e upside down. If we = wf let LLw,e,f =
LL

w,e ◦ LLw,f . We know
from [EW16, Theorem 6.11] that the set {LLw,e,f}we=wf is a basis of End•(BS(w)) as a
left R-module.

If x = we, let llw,e =
LL

w,e(1
⊗
x ). We have deg(llw,e) = −`(x) + def(e). In particular, e

is a canonical 01-sequence if and only if deg(llw,e)+2`(x) = `(w). From (1.1) we see that if
there is at least oneD in the decoration of e, then the inequality deg(llw,e)+2`(x) ≤ `(w)−2
holds.

Lemma 3.2.2. Let w be an expression and e be a 01-sequence. Then

LLw,e(1
⊗
w) =

{
1⊗x if e = canwe ,

0 if e has (at least) one D.

Proof. The statement easily follows from the definition of light leaves when e has only U ’s.
By induction on `(w) we can assume that the last bit of e is a D and all the others are
U ’s. Then LLw,e looks like

LLw≤k−1,e≤k−1

rex

rex

. . .

. . .

. . .

or

LLw≤k−1,e≤k−1

rex

rex

. . .

. . .

. . .

.

The box labeled by “rex” contains only 2mst-valent vertices. By induction(
LLw≤k−1,e≤k−1

⊗ IdBs`(w)

) (
1⊗w
)

= 1⊗x .

Notice that every 2mst-valent vertex fixes 1⊗ 1⊗ . . . 1. It follows from Table 3.1 that
a trivalent vertex applied to 1⊗ 1⊗ 1 returns 0, thus LLw,e(1⊗w) = 0.

Every light leaf morphism
LL

w,e induces a map from the unique summand Qx ⊆
BS(x)Q into

⊕
f :wf=xQf ⊆ BS(w)Q. For a 01-sequence f with wf = we let pef : Qx → Qf

be the composition with the projection to a single summandQf . Since HomQ⊗Q(Qx, Qx) ∼=
Q we can think of pef as an element of Q. The rational function pef may depend on the
choices made in the construction of the light leaves basis.

We have a path dominance order on 01-sequences for w. Namely, we say that e ≥ f if
we≤k ≥ w

f
≤k for all k. In particular, if e ≥ f then we ≥ wf .

Lemma 3.2.3. We have pef = 0 unless f ≤ e and pee ∈ Q is invertible.

Proof. The proof is completely analogous to the proof of [EW16, Proposition 6.6] where
the dual statement is considered. From the inductive construction of light leaves we see
that for any k there exists a morphism φ such that

LL
w,e = (

LL
w≤k,e≤k ⊗ Idw≥k+1

) ◦ φ.

Here Idw≥k+1
denotes the identity morphism on BS(w≥k+1). Hence the image is contained

in all the summands Qf such that wf≤k ≤ w
e
≤k, which is exactly the condition for f ≤ e in

the path dominance order. The same argument as in [EW16, Proposition 6.6] shows that
pee is invertible.
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From Lemma 3.2.3 it follows that the elements {llw,e} are upper-triangular with respect
of the decomposition (3.1) if we order summands in the RHS using the path dominance
order. We deduce that {llw,e} is a basis of BS(w)Q as a left Q-module. In particular, this
means that if w is reduced, then 1⊗w = llw,11...1 has a non-trivial component in the unique
summand Qw ⊆ BS(w)Q.

We claim that {llw,e} is also a basis of BS(w) as a left R-module. For this, it remains to
show that {llw,e} generates BS(w) as a left R-module. We first observe that span{φ(1⊗w) |
φ ∈ End•(BS(w))} = BS(w). In fact, if b = f0⊗f1⊗. . .⊗fl ∈ BS(w), with f0, f1, . . . , fl ∈
R, then we have b = φ(1⊗w), where

f0 f1 f2 f3 fl .· · ·φ :=

Then clearly also the span of all the LLw,e,f (1⊗w) with we = wf generates BS(w). Applying
Lemma 3.2.2 we see that LLw,e,f (1⊗w) = llw,e if f is canonical and 0 otherwise. The claim
now follows.

The above discussion, together with Lemma 3.1.11, shows the following proposition:

Proposition 3.2.4. Let w be an expression. The set {llw,e | e ∈ {0, 1}`(w) and we ≤ x} is
a basis of Γ≤xBS(w) as a left R-module.

In particular, the set {llw,e} with e ∈ {0, 1}`(w) is a basis of BS(w) as a left R-module.

We can use the last Proposition to deduce Deodhar’s defect formula [Deo77]:

Hw = ch(BS(w)) =
∑

e∈{0,1}`(w)

vdeg(llw,e)v`(w
e)Hwe =

∑
e∈{0,1}`(w)

vdef eHwe . (3.2)

Remark 3.2.5. The result of this section were, in the author’s knowledge, published for
the first time in the Appendix of [Pat16b]. However, Ben Elias and Geordie Williamson
explained canonical subexpression and how to construct the basis {llw,e} in a master class
at the QGM in Aarhus already in 2013. Videos and notes of the lectures are available at
http://qgm.au.dk/video/mc/soergelkl/.

3.2.2 The cohomology submodule of an indecomposable Soergel bimod-
ule

For any Soergel bimodule B and any x ∈ W we define a Laurent polynomial hx(B) ∈
Z[v, v−1] by

hx(B)(v) = (grrk Γ≤xB/Γ<xB)v`(x),

so that we have ch(B) =
∑

x∈W hx(B)Hx.
IfBS(w) is a Bott-Samelson bimodule, from (3.2) we get hx(BS(w)) =

∑
e : we=x v

def(e).
By Lemma 1.1.3 we have hx(BS(w))(v) = v`(w)−`(x)+“terms of lower degree.”

If K = R it follows form Soergel’s conjecture that the polynomials hx(Bw) = hx,w are
the Kazhdan-Lusztig polynomials.

For a general K, the polynomials hx(Bw) can depend on the realization h∗: these
polynomials are called p-Kazhdan-Lusztig polynomials, where p = char(K). The p-KL
polynomials are discussed in more detail in [JW17].

Lemma 3.2.6. We have hx(Bw) ∈ N[v] and hx(Bw)(v) = v`(w)−`(x)+“terms of lower
degree,” for any x ≤ w.
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Proof. We show this by induction on `(w). If w is reduced we have a decomposition:

BS(w) = Bw ⊕
⊕
y<w

B
⊕my
y

where my(v) ∈ Z[v, v−1] is such that my(v) = my(v
−1). We have

grrkBS(w) = grrkBw +
∑
y<w

my · grrkBy

where grrk is taken with respect to the left R-module structures. Since 1⊗w ∈ Bw, for any
y < w the bimodule B⊕myy lies in degree > −`(w) and we have degmy < `(w)− `(y). The
lemma now follows since for all x ∈W we have

hx(BS(w)) = hx(Bw) +
∑
y<w

my · hx(By).

Let us consider the following left graded R-submodules of BS(w):

Cw =
∑

e canonical

R · llw,e and Dw =
∑

e not canonical

R · llw,e.

In general the left module Cw is not stable under multiplication by R on the right.

Lemma 3.2.7. Let Dw as above. Then for any non-canonical 01-sequence e we have
Im(

LL
w,e) ⊆ Dw. Moreover, Dw is a graded R-subbimodule of BS(w).

Proof. We fix a non-canonical 01-sequence e and let x = we. The light leaf
LL

w,e is a
morphism from BS(x) to BS(w) for some reduced expression x of x. Let x = s1s2 . . . sl.

It suffices to show that for any string basis element cε we have
LL

w,e(cε) ∈ Dw. We
define the following morphism φε ∈ End•(BS(x)):

ε1 ε2 ε3 ε4 ε` 0 1

· · · where and:= :=φε :=

(3.3)

Clearly, we have φε(1⊗x ) = cε. Therefore
LL

w,e(cε) = (
LL

w,e ◦ φε)(1⊗x ).
Let y be the expression obtained from x = s1s2 . . . sl by removing the si for i such

that εi = 0. Then the morphism
LL

w,e ◦ φε factorizes through BS(y), hence its image is
contained in Γ≤m(y)BS(w). By Proposition 3.2.4 we can write:

LL
w,e(cε) =

∑
f :wf≤m(y)

hf llw,f . (3.4)

We have

deg
LL

w,e(cε) = deg llw,e + deg cε = `(w)− 2 ·Downs(e)− 2`(y) < `(w)− 2`(m(y)).

Recall that a 01-sequence f is canonical if and only if deg llw,f = `(w) − 2`(wf ). Since
`(wf ) ≤ `(m(y)), no canonical 01-sequence can appear in the sum in the RHS of (3.4). It
follows immediately that Im(

LL
w,e) ⊆ Dw.

Now the last statement follows since for f ∈ R we have

llw,e · f =
LL

w,e(1
⊗
x )f =

LL
w,e(1

⊗
x · f) ∈ Dw.
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Actually, the same proof shows more generally that if φ ∈ Hom•(BS(x), BS(w)) is
such that deg φ < `(w)− `(x) then Im(φ) ⊆ Dw. In this way we deduce that the bimodule
Dw does not depend on the choice of light leaves. Similarly, we also have that if φ ∈
End0(BS(w)), then φ(Dw) ⊆ Dw.

Let now w be a reduced expression. Fix a decomposition of BS(w) into indecomposable
bimodules and let ew ∈ End0(BS(w)) be the primitive idempotent corresponding to Bw,
i.e. BS(w) = Ker(ew)⊕ Im(ew) and Im(ew) ∼= Bw. For any x, the map

exw : Γ≤xBS(w)/Γ<xBS(w)→ Γ≤xBw/Γ<xBw

induced by ew is split surjective. In particular, we have that

grrk (Γ≤xBS(w)/Γ<xBS(w)) = grrk (Γ≤xBw/Γ<xBw) + grrk
(
ker exw

)
,

that is
grrk

(
ker exw

)
= v−`(x)hx(BS(w))− v−`(x)hx(Bw).

From Lemma 3.2.6 it follows that Ker exw is generated in degree < `(w) − 2`(x) as a left
R-module.

Lemma 3.2.8. The kernel of the morphism ew is contained in Dw.

Proof. Fix an enumeration w1, w2, w3 . . . of the elements of W which refines the Bruhat
order. Let

L =
∑
i∈I

gi · llw,ei

be an arbitrary element in Ker ew ⊆ BS(w), with gi ∈ R. Let x = wh be the element of
maximal index in the set X := {wei | i ∈ I}. We want to show by induction on h that
there are no canonical light leaves appearing in the sum L.

For y ≤ w let Fy :=
∑

e: we=y

R · llw,e. Then the inclusion Fy ↪→ BS(w) induces an

isomorphism of left R-modules Fy ∼= Γ≤yBS(w)/Γ<yBS(w).
For an integer k ≥ 1 let us denote by Γ≤kB the submodule of elements supported on

Gr({w1, . . . , wk}). By Soergel’s hin-und-her (Lemma 3.1.9) we have an isomorphism:

Γ≤xBS(w)/Γ<xBS(w) ∼= Γ≤hBS(w)/Γ≤h−1BS(w).

Let Lx =
∑

i∈Ix gi · llw,ei , where Ix = {i ∈ I | wei = x}. Since x is of maximal index in
X, the projection of L and Lx to Γ≤hBS(w)/Γ≤h−1BS(w) coincide. Hence Lx ∈ Ker exw
and L− Lx ∈ Γ≤h−1BS(w).

The R-module Ker exw is generated in degrees < `(w)− 2`(x), so we can write

Lx =
∑
j

hjrj ,

with hj ∈ R and rj ∈ Fx such that rj ∈ Ker exw and deg rj < `(w)−2`(x). Notice the if f is
the canonical 01-sequence for x, then llw,f is a basis element of Fx of degree `(w)− 2`(x),
hence it cannot appear in Lx.

We have also deg ew(rj) < `(w) − 2`(x) and ew(rj) ∈ Γ<xBS(w). Since all canonical
light leaves supported on an element y smaller than x have degree > `(w)− 2`(x), we get
ew(rj) ∈ Dw for all j, and finally ew(Lx) ∈ Dw.

Let now L′ = L − Lx + ew(Lx). We have L′ ∈ Ker ew and L′ ∈ Γ≤h−1BS(w), so by
induction it follows that there are no canonical light leaves appearing when we write L′ in
the light leaves basis. We have shown that there are no canonical light leaves in Lx and in
ew(Lx), so the statement follows also for L.
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It follows that Bw ∼= ew(Cw) ⊕ ew(Dw) as left R-modules. Moreover, ew(Dw) is a
R-subbimodule of Bw and the restriction of ew to Cw is injective.

Definition 3.2.9. We define the singular cohomology submodule H̃w ⊆ BS(w) to be the
orthogonal of Dw with respect to the intersection form 〈−,−〉BS(w).

Consider the decomposition BS(w) = Im ew ⊕ Ker ew, with Im ew ∼= Bw. Let e∗w ∈
End(BS(w)) the adjoint of e∗w with respect to the intersection form. Since deg(e∗w) = 0 it
preserves Dw. Hence ew preserves H̃w, thus H̃w splits as

H̃w =
(
H̃w ∩ Im ew

)
⊕
(
H̃w ∩Ker ew

)
.

Recall from Lemma 3.1.10 that the restrictions of 〈−,−〉BS(w) to Bw and Ker ew is
non-degenerate. Since Ker ew ⊆ Dw it follows that H̃w ∩ Ker ew = 0, hence H̃w ⊆ Im ew
and ew restricts to the identity on H̃w. We also obtain H̃w := ew(H̃w) = ew(Dw)⊥ ⊆ Bw
where the orthogonal is taken with respect to the restriction of the intersection form to
Bw. Finally, we can easily compute the graded rank of H̃w:

grrk H̃w = grrk H̃w = grrkBS(w)− grrkDw = grrkCw =
∑
x≤w

v2`(x)−`(w). (3.5)

3.3 Moment graphs of Coxeter groups

There exists a forth description of the equivariant cohomology of the flag variety, obtained
by Goresky, Kottwitz and MacPherson [GKM98] using the localization theorem for torus
actions.

As pointed out by Fiebig, one can generalize this construction to an arbitrary Coxeter
group. Fiebig uses this to obtain a new realization of the category of Soergel bimodules.
We show in fact that also in the generality of an arbitrary Coxeter group this construction
still returns the dual nil-Hecke ring (even if there is no flag variety of which they are the
equivariant cohomology).

We recall the definition of moment graphs and their sheaves from [Fie08].4

The moment graph G := G(W, h) is defined as follows: The set of vertices is given by the
element v ∈W . Two vertices v, w are connected by an edge if there exists a reflection t ∈ T
such that v = tw.5 We label this edge by αt, where αt is the positive root corresponding
to t.

Definition 3.3.1. A sheafM on the moment graph of W is given by

• a graded left R-moduleMv for any v ∈W ;

• for any edge v − tv a graded left R-moduleMv−tv such that αt · Mv−tv = 0;

• for any v ∈W , t ∈ T a morphism of graded R-modules πv,tv :Mv →Mv−tv.

We further assume that Mv is non-zero only for finitely many v ∈ W and that Mv is
torsion free and finitely generated as a R-module.

4Notice that Fiebig uses a different convention: his Gr(x) corresponds to our Gr(x−1).
5We do not ask here that `(v) = `(w)± 1
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The space of global sections of a sheafM is

Γ(M) :=

{
(mv) ∈

∏
v∈W
Mv

∣∣∣∣∣ πv,tv(mv) = πtv,v(mtv) ∀v ∈W, t ∈ T

}

The structure algebra Ẑ is the space of global sections of the “constant sheaf” on the
moment graph, thus it is defined by

Ẑ =

{
(rv) ∈

∏
v∈W

R

∣∣∣∣∣ rv ≡ rtv (mod αt) ∀v ∈W, t ∈ T

}
.

For i ∈ N let Ẑi the graded component of Ẑ, that is Ẑi := {(zv) ∈ Ẑ | deg zv = i}. We
define Z :=

⊕
i∈Z Ẑi. Then Z is a subring of Ẑ. We can also describe Z as the subring of

section in Ẑ with bounded degree, that is Z = {(zv) ∈ Ẑ | ∃i : deg zv ≤ i for all v ∈ W}.
Notice that for an infinite Coxeter group we have Z 6= Ẑ.

For any sheafM, the space of global section Γ(M) is in a natural way a graded module
over Ẑ, hence over Z, by point-wise multiplication.

For a subset Ω ⊆W we define ẐΩ to be the image of the composition

Ẑ ↪→
∏
v∈W

R�
∏
v∈Ω

R.

We define ZΩ similarly. Clearly, for any finite subset Ω we have ZΩ = ẐΩ. A subset Ω is
said to be upwardly closed if whenever v ∈ Ω and w ≥ v, then w ∈ Ω.

Definition 3.3.2. Let Z-modf be the full subcategory Z-mod whose objects are Z-
modules M which are finitely generated and torsion free over S and such the Z-module
structure factors through ZΩ for some finite Ω ⊆W .

We define similarly Ẑ-modf . The restriction functor Ẑ-mod→ Z-mod induces an equiv-
alence of categories Ẑ-modf ∼−→ Z-modf .

Definition 3.3.3. We say that M ∈ Z-modf admits a Verma flag if for any upwardly
closed subset Ω ⊆ W , the module MΩ is free as a graded left R-module. We call V the
full subcategory of Z-modf of modules admitting a Verma flag.

Recall that F∇ is the category of R-bimodules with a ∇-flag.

Theorem 3.3.4. [Fie08, Theorem 4.3] There is an equivalence of categories V ∼= F∇.

We sketch now how this equivalence is obtained. We have two morphisms of rings
τ, σ : R→ Z defined by

(τ(f))x = f and (σ(f))x = x(f).

Hence we have a ring homomorphism R⊗K R
τ⊗σ−−→ Z. By restriction we obtain a functor

F : Z-mod→ R⊗R-mod which restricts to a functor F : V → F∇.
In the other direction, we start with a R-bimodule B ∈ F∇. To B we associate the

sheaf on the moment graph B such that Bv = ΓvB and such that

Bv−tv = B/(Ann(Gr(v) ∩Gr(tv))B.

Since we have ΓvB = B/Ann(Gr(v))B by [Soe07, Remark 6.2], there is a natural projection
πv,tv : Bv → Bv−tv (the bimodules Bv and Bv−tv are the restrictions of B to Gr(v) and
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to Gr(v) ∩ Gr(tv) respectively). We can therefore define a functor G : F∇ → V by
G(B) = Γ(B).

The two functors F and G are inverse to each other. In particular, we have B ∼= Γ(B)
as an R-bimodule, and since B is a sheaf on the moment graph we also get a natural
structure of Z-module on the bimodule B.

Finally, we describe a W -action on Z. For z ∈
∏
v∈W R and x ∈ W we define x(z)v =

zvx. This action preserves Z: in fact αt divides x(z)tv − x(z)v = ztvx − zvx for all t ∈ T ,
x, v, w ∈W .

Warning 3.3.5. We have two different structures of R-modules on Z, given by τ and σ as
defined above. To differentiate between them, we write τ as the left action and σ as the
right action. We always think of Z as a R-algebra using the left action τ .

3.4 Schubert basis from Soergel bimodules

We fix a reduced expression w = s1s2 . . . sl throughout this section. Recall from §3.2 that
we have a left R-basis of BS(w) given by light leaves llw,e. For x ≤ w we denote by
Cw,x = llw,canx the canonical 01-sequence canx of Definition 1.1.4.

LetDw be the left R-submodule of BS(w) spanned by non-canonical light leaves defined
in §3.2.2. As shown in Lemma 3.2.7, Dw is a R-bimodule. Let {ll∗w,e} be the left basis of
BS(w) dual to {llw,e} with respect to the intersection form. Let Pw,x = ll∗w,canx . In other
words, Pw,x is defined by 〈Pw,x, Dw〉BS(w) = 0 and 〈Pw,x, Cw,y〉BS(w) = δx,y, so {Pw,x} is a
basis of H̃w as a left R-module. It is easy to check that Pw,id = 1⊗w .

Fix x ≤ w and e = canx. From w and e we obtain a reduced expression x = t1t2 . . . tk
for x by removing from w all the si such that ei = 0.

For 1 ≤ i ≤ `(x) let xi = titi+1 . . . tk and x`(x)+1 = id. We denote by e(̂ı) the 01-
sequence obtained by replacing the i-th 1 in e with a 0. Recall the definition of the map
φe ∈ End•(BS(w)) given in (3.3).

Let λ ∈ h∗. Using repeatedly the nil-Hecke relation (see §3.1.3) on the bottom of the
diagram we get

Cw,x · λ = φe(1
⊗
w) · λ =

`(x)∑
i=1

∂ti(xi+1(λ))φw,e(ı̂)(1
⊗
w) + x(λ)Cw,x

If e(̂ı) is canonical, i.e. if it is decorated only with U ’s, then φw,e(ı̂)(1⊗w) = ce(ı̂) = Cw,y
for some y < x. Moreover, y t−→

R
x where t = x−1

i+1tixi+1 ∈ T and ∂ti(xi+1(λ)) = ∂t(λ).

If e(̂ı) is not canonical, then φw,e(ı̂)(1⊗w) ∈ Γ`≤`(x)−2B. Thus we can write

Cw,x · λ =
∑
y
t−→
R
x

∂t(λ)Cw,y + x(λ)Cw,x + Θ,

with Θ ∈ Γ`≤`(x)−2B. Furthermore, Θ =
∑

j hjllw,fj with hj ∈ R and `(wfj ) ≤ `(x) − 2.
The degree of llw,fj is too small for fj to be canonical, in fact from (1.1) we have

deg llx,fj ≤ deg Cw,x + 2 = `(w)− 2`(x) + 2 < `(w)− 2`(wfj ),

whence Θ ∈ Dw.
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We obtain a Chevalley formula for the multiplication in the basis {Pw,x} of H̃w:

Pw,x · λ = x(λ)Pw,x +
∑
x
t−→
R

y

y≤w

∂t(λ)Pw,y. (3.6)

Let BS(w) be the sheaf on the moment graph obtained from the bimodule BS(w)
as explained below Theorem 3.3.4. Recall that BS(w) is a R-algebra via component-
wise multiplication. For all v ∈ W and t ∈ T the R-modules BS(w)v = ΓvBS(w) and
BS(w)v−tv are also naturally R-algebras and the maps πv−tv are morphisms are R-algebras.
This shows that the multiplication BS(w) is compatible with the Z-module structure, that
is BS(w) is naturally a Z-algebra.

Our next goal is to compute explicitly, using the nil-Hecke ring, the element in Γ(BS(w))
corresponding to Pw,x. The idea is to show that this sections can be obtained as sections
of the constant sheaf on the subset {x ∈ W | x ≤ w} of the moment graph, which is a
subsheaf of BS(w).

For x ∈ W and b ∈ B we denote by bx its image in ΓxB. Let 1x := (Pw,id)x =
(1⊗w)x ∈ ΓxBS(w).6 We recall that the right action of R on Γ(BS(w)) is given by the map
σ defined by σ(λ)x = x(λ). This in fact agrees with the right action on ΓxB: the module
ΓxB is isomorphic to a direct sum of standard modules Rx, hence for b ∈ BS(w) we have
(b · λ)x = bx · λ = x(λ)bx.

Example 3.4.1. If s ∈ S with s ≤ w if λ = $s ∈ h∗ is a fundamental weight corresponding
to s (i.e. ∂t($s) = δt,s for all t ∈ S) we get

Pw,s = Pw,id ·$s −$sPw,id = $s ⊗ 1⊗ . . .⊗ 1− 1⊗ . . .⊗ 1⊗$s.

Hence, for any x ∈W , we have (Pw,s)x = ($s − x($s))1x.

Lemma 3.4.2. For any x ≤ w we have Pw,x ∈ Γ≥xBS(w), or equivalently (Pw,x)y = 0
unless x ≥ y.

Proof. This follows by induction on `(w) − `(x) using (3.6). The base case follows since
we have Pw,w · λ− w(λ)Pw,w = 0, which implies Pw,w ∈ ΓwBS(w).

Assume Pw,y ∈ Γ≥yBS(w) for all y > x. Then Pw,x ·λ−x(λ)Pw,x ∈ Γ>xBS(w), hence
Pw,x ∈ Γ≥xB.

Lemma 3.4.3. For any x ≤ w we have (Pw,x)x = (−1)`(x)px1x, where px ∈ R is defined
in (1.2).

Proof. Recall from Proposition 3.1.2 that we have Γ≥xBS(w)/Γ>xBS(w) ∼= pxΓxBS(w).
The element Pw,x is homogeneous of degree −`(w) + 2`(x). Then it maps to an element of
minimal degree in pxΓxBS(w), i.e. (c∗w,x)x must be a scalar multiple of px1x. Let us write
(c∗w,x)x = τpx1x, with τ ∈ K. It remains to show that τ = (−1)`(x).

We make use of the results of [Wil16, §6.7 and §6.8]. We have an embedding

BS(w) ↪→
⊕
x≤w

ΓxBS(w)

which is an isomorphism after tensoring with Q on the left. The form 〈−,−〉BS(w) induces
a form 〈−,−〉xBS(w) on ΓxBS(w) such that, for any b, b′ ∈ BS(w), we have

〈b, b′〉BS(w) =
∑
x

〈bx, b′x〉xBS(w).

6The element 1x ∈ ΓxBS(w) is denoted by cx,w in [Wil16, §6.9].
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Since Cw,x ∈ Γ≤xBS(w) and Pw,x ∈ Γ≥xBS(w) we have

1 = 〈Pw,x, Cw,x〉BS(w) = 〈(Pw,x)x, (Cw,x)x〉xBS(w) = 〈τpx1x, (Cw,x)x〉xBS(w) =

= τpx〈1x, (Cw,x)x〉xBS(w).

It remains to show that 〈1x, (Cw,x)x〉xBS(w) = (−1)`(x)(px)−1 = ex,x. We show this claim
by induction on w.

Let w = w′sl. Recall the elements cid = 1 ⊗ 1 and csl = 1
2(αsl ⊗ 1 + 1 ⊗ αsl) of Bsl .

Let e = canx. Assume the last bit e is a U1, so that x = x′sl, with x > x′. Then

Cw,x = Cw′,x′ ⊗ Cs,s = Cw′,x′ ⊗ cid ∈ BS(w)

and (Cw′,x′)x = 0. By [Wil16, Equation (6.8) and Proposition 6.17] we obtain

〈
1x, (Cw,x)x

〉x
BS(w)

=
1

x(αsl)
〈1x′ , Cw′,x′〉x

′

BS(w′) = − 1

x′(αsl)
ex′,x′ = ex,x

Assume now that the last bit of e is a U0. Then Cw,x = Cw′,x ⊗ Cs,id = Cw′,x ⊗ csl .
Therefore 〈

1x, (Cw,x)x
〉x
BS(w)

=
1

x(αsl)

〈
1x, (Cw′,x)

〉x
BS(x′)

· x(αsl) = ex,x

Lemma 3.4.4. For any y ≤ w, the map R→ Γy(H̃w) defined by 1 7→ 1y is an isomorphism
of R-modules.

Proof. The module ΓyH̃w is generated by (Pw,x)y, for x ∈ W . Hence, we have to show
that (Pw,x)y is a multiple of 1y for all x ∈W .

We show this by induction on `(y) − `(x). The case `(x) < `(y) follows from Lemma
3.4.2 and the case `(x) = `(y) from Lemma 3.4.3. Recall from (3.6):

(y(λ)− x(λ))(Pw,x)y =
∑
x
t−→
R

z

z≤w

∂t(λ)(Pw,z)y

For all the z in the sum we have `(y)− `(z) < `(y)− `(x) and by induction we can write
(Pw,z)y = γz,y1y, for some γz,y ∈ R. Since x 6= y, we can choose λ such that x(λ) 6= y(λ).
Recall that ΓyB is a free as a left R-module. Then if (Pw,x)y were not a multiple of 1x also
(y(λ)− x(λ))(Pw,x)y would not be a multiple of 1x, and we would get a contradiction.

For any x, y ∈ W , with x, y ≤ w the previous Lemma allows us to define γx,y(w) ∈ R
such that (Pw,x)y = γx,y(w)1y. We now show that γx,y(w) does not depend on w, as long
as x, y are smaller the w. For this, we compare it with the “inverse equivariant multiplicity”
dx,y defined in §2.2.

Lemma 3.4.5. For any x, y ≤ w we have γx,y(w) = dx,y.

Proof. The statement will follow by induction on `(x) − `(y). For `(x) ≤ `(y) it follows
from Proposition 2.2.9, Lemma 3.4.2 and 3.4.3. In fact, we have γ(w)x,y = 0 unless x ≤ y
and γ(w)x,x = (−1)`(x)px = dx,x for all x ≤ w.
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From (3.6) then we have for any λ.

γx,y(w)(y(λ)− x(λ)) =
∑
x
t−→
R

z

z≤w

γz,y(w)∂t(λ).

We also have from Proposition 2.2.9.iv)

dx,y(y(λ)− x(λ)) =
∑
x
t−→
R
z

dz,y∂t(λ).

Since x 6= y and our realization h is faithful, we can choose λ such that x(λ) 6= y(λ).
Since by induction we have dz,y = γz,y(w) for all z such that x < z ≤ w we obtain
γx,y(w) = dx,y.

This means that for x ≤ w we can define a global section of the sheaf BS(w) by
(dx,y1y)y≤w.

Let y ≤ w and t ∈ T be such that ty < y. We have πy−ty(dx,y1y) = πty−y(dx,ty1ty) in
Γy−tyBS(w). This means that the restriction of (dx,y − dx,ty)1y is zero on the hyperplane
Gr(ty)∩Gr(y) of Gr(y), that is αt|dx,y − dx,ty. Therefore we can also define an element of
the structure algebra Px ∈ Z by (Px)y = dx,y.

Lemma 3.4.6. The set {Px}x∈W is a basis of Z as a R-module.

Proof. The set {Px}x∈W ⊆ Z is linearly independent over R since (Px)y = 0 for y 6≥ x and
(Px)x 6= 0.

Let Z ′ = span〈Px | x ∈ W 〉. Let f ∈ Z be homogeneous of degree 2d and let
Ad = {x ∈ W | `(x) ≤ d}. We fix an enumeration w1, w2, w3 . . . of the elements of W
which refines the Bruhat order.

Let h be minimal such that fwh 6= 0. Then pwh |fwh , so

f ′ := f − fwh
pwh
Pv ∈ Z

and f ′wi = 0 for all i ≤ h. If we repeat this enough times we end up with g ∈ Z ′ of degree
2d such that (f − g)x = 0 for all x ∈ Ad.

Assume now that f 6= g, so there exists a minimal element w ∈W such that `(w) > d
and (f − g)w 6= 0. But this would imply pw|(f − g)w, which is impossible since deg pw >
2d.

Recall the ring Ω = Hom−Q(QW , Q) defined in §2.2 and recall its left QW -module given
by (f · ψ)(y) = ψ(f t · y) for ψ ∈ Ω. This allows us to define a W -action on Ω via

w(ψ)(y) = (δw · ψ)(y) = ψ(δw−1y).

The W -action preserves the subalgebra Λ ⊆ Ω [KK86a, Proposition 4.24(g)].

Warning 3.4.7. Remember that we think of Λ as a R-algebra using the right action of R
but, on the contrary, we think of Z as a R-algebra via the left action of R.

Theorem 3.4.8. There exists aW -equivariant isomorphism of graded R-algebras Φ : Λ
∼−→

Z which sends ξx ∈ Λ to Px ∈ Z.
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Proof. For ψ ∈ Λ we can define Φ(ψ)x = ψ(δx−1) ∈
∏
x∈W R. The map Φ is a homomor-

phism of R-algebras from Λ to
∏
x∈W R.

Then, from Lemma 3.4.5, we get Φ(ξx) = Px. In particular, Φ(Λ) ⊆ Z and sends a
basis as a right R-module in a basis as a left R-module, hence it is an isomorphism.

For any x, y ∈W we have

Φ(x · ψ)y = (x · ψ)(δy−1) = ψ(δx−1y−1) = Φ(ψ)yx = (x · Φ(ψ))y.

It follows that Φ(x · ψ) = x · Φ(ψ).

Notice that the isomorphism Φ also intertwines the left R-action on Λ and the right
R-action on Z, that is

Φ(f · ψ) = Φ(ψ) · f.

As a consequence of the above discussion we can think of H̃w as sections of the constant
sheaf on moment graph supported on the set {x | x ≤ w}. In this way we can give a natural
structure of shifted graded R-algebra on H̃w (with identity 1⊗w lying in degree −`(w)), so
that H̃w is a subalgebra of BS(w). The map pw : Z → H̃w defined by Px 7→ Pw,x is a
surjective R-algebra homomorphism and its kernel Ker pw is generated by the elements Py,
y 6≤ x.

Let Z+ be the ideal of Z generated by R+, that is Z+ =
∑

x∈W R+Px. We define

Z = Z/Z+ = R/R+ ⊗R Z ∼= K⊗R Z. (3.7)

Let Px = 1⊗ Px ∈ Z. Then {Px}x∈W is a basis of Z over K.
Any Soergel bimodule B is in a natural way a module over Ẑ, hence over Z. We also

have by Theorem 3.3.4 that

HomR⊗R(B,B′) = HomẐ(B,B′) = HomZ(B,B′).

For a Soergel bimodule B we define B = K ⊗R B. This is in a natural way a graded
right R-module. All graded right R-modules of this form are called Soergel modules. Any
Soergel module B is in a natural way a module over Z.

Remark 3.4.9. If W is the Weyl group of a reductive group G, then we have already
defined in §2.1.1 the element Px as part of the Schubert basis of H•T (X,K). However,
in this case have an isomorphism Z ∼= H•T (X,K) and the definition of the basis {Px}
is consistent with the one given above: by Theorem 3.4.8 and Theorem 2.2.5 they both
correspond to the basis {ξx} of the dual nil-Hecke ring.

In fact, we are in the setting of [GKM98]: the moment graph of W can be realized
taking as vertices the fixed point on the torus and as edges the 1-dimensional orbits of
the torus T on G/B. In particular, the full subgraph of vertices ≤ w is the moment
graph of the Schubert variety Xw. From Lemma 3.4.4 it follows that we can realize H̃w

as cohomology of the constant sheaf (shifted by −`(w) = deg 1⊗w) on the moment graph of
Xw. Thus we obtain from [GKM98, Theorem 1.2.2] that H̃w[−`(w)] is isomorphic to the
equivariant cohomology HT (Xw).

3.4.1 Translation functors on Z-mod

For s ∈ S let Zs ⊆ Z denote the subalgebra of s-invariants.

Lemma 3.4.10. As a module Zs is a free R-module, with basis {Pv}vs>v.
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Proof. This follows from [KK86a, Lemma 4.34] and Theorem 3.4.8.

Let Zs = K ⊗R Zs. Recall the homomorphism σ : R → Z of §3.3 and consider
σ(αs) ∈ Z.

Then Z is a free Zs-module with basis {1, σ(αs)} (cf. [Fie08, Lemma 5.1]). This also
implies that Z is a free Zs-module with basis {1, µs}, where µs := 1⊗ σ(αs) ∈ Z.

Proposition 3.4.11 (cf. [Fie08, Proposition 5.2] and [Soe07, Proposition 5.10]). .

• The two functors Zs-mod→ Z-mod defined by

M 7→M ⊗Zs Z(2) and M 7→ HomZ
s(Z,M)

are equivalent.

• The functor Z-mod→ Z-mod given by

M 7→M ⊗Zs Z[1]

is self-adjoint.

Proof. Let {1∗, µ∗s} be the basis of HomZ
s(Z,Z

s
) dual to {1, µs}. Since deg 1 = deg 1∗ =

0 and degµ∗s = −degµs = −2 we have that the map of Zs-modules Ψ : Z(2) →
HomZ

s(Z,Z
s
) defined by 1 7→ µ∗s and µs 7→ 1∗ is an isomorphism. Because Z is free

as a Zs-module, for any Zs-module M we have a natural isomorphism of Z-modules:

HomZ
s(Z,M) M ⊗Zs HomZ

s(Z,Z
s
) M ⊗Zs Z(2)

φ φ(1)⊗ 1∗ + φ(µs)⊗ µ∗s φ(1)⊗ µs + φ(µs)⊗ 1

∼ Ψ−1

The second statement now follows since the restriction functor Z-mod→ Z
s-mod is

right adjoint to −⊗Zs Z and left adjoint to HomZ
s(Z,−).

The following proof is based on unpublished notes by Soergel, in which he considers
the case of finite Coxeter groups (Soergel’s proof also appears in [Ric17]).

Theorem 3.4.12 (Hom formula for Soergel modules). Let B, B′ Soergel bimodules. Then

K⊗R HomR⊗R(B′, B) ∼= HomZ(K⊗R B′,K⊗R B).

Proof. Let Θ : K ⊗ HomR⊗R(B,B′) → HomZ(K ⊗R B,K ⊗R B′) be the map defined by
Θ(z ⊗ φ)(z′ ⊗ b) = zz′ ⊗ φ(b). Since φ is a morphism of Soergel bimodules, it is also a
morphism of Z-modules, hence the resulting map is a map of Z-modules.

Because every indecomposable bimodule is a direct summand of a Bott-Samelson bi-
module, it is enough to show the theorem for B,B′ Bott-Samelson bimodules. Moreover,
by adjunction (Proposition 3.4.11 and [Soe07, Proposition 5.10]) we can restrict ourselves
to the case B′ = R, that is to show

K⊗R HomR⊗R(R,B) ∼= HomZ(K,K⊗B).

By sending φ : R→ B to φ(1) we get

HomR⊗R(R,B) ∼= {b ∈ B | λb = bλ for all λ ∈ h∗} = ΓidB.

45



On the other hand, similarly, we obtain

HomZ(K,K⊗B) ∼= {b ∈ K⊗R B | Px · b = 0 for all x ∈W \ {id}} =
⋂
x 6=id

Ann (Px) .

The resulting map K ⊗R ΓidB →
⋂
x 6=idAnn(Px) ⊆ K ⊗R B is induced by the inclusion

ΓidB ↪→ B.
For any Soergel bimodule B and any downwardly closed subsets A ⊆ A′ ⊆ W the

inclusion ΓAB ↪→ ΓA′B is a split embedding of left R-modules. This follows because
SBim ⊆ F∇ (or one can see this more explicitly from Proposition 3.2.4 if B is Bott-
Samelson). Therefore we have

K⊗R (ΓAB/ΓA′B) ∼= (K⊗R ΓAB)/(K⊗R ΓA′B)

In particular, K⊗R ΓidB ⊆ K⊗R B and thus Θ is injective.
To show that Θ is also surjective, it is sufficient to show that if b ∈ K ⊗R B and

b 6∈ K⊗R ΓidB, then there exists x ∈W \ {0} such that Px · b 6= 0.
Fix an enumeration w1, w2, w3 . . . of the elements of W which refines the Bruhat order.

Let h ∈ N be such that b ∈ K⊗R Γ≤hB and b 6∈ K⊗R Γ≤h−1B. Let x = wh.
Multiplication by Px induces an isomorphism of R-bimodules

Px · (−) : Γ≤hB/Γ≤h−1B
∼−→ ΓxB.

In fact, on Γ≤hB/Γ<hB ∼= Γ≤xB/Γ<xB multiplying by Px is the same as multiplying on
the left by (Px)x = (−1)`(x)px, hence its image is pxΓ≤xB/Γ<xB = ΓxB by Proposition
3.1.2.

As a consequence we obtain an isomorphism of right R-modules

Px · (−) : (K⊗R Γ≤hB)/(K⊗R Γ≤h−1B)
∼−→ K⊗R ΓxB

Hence to show that Px · b 6= 0 in B it is enough to show that for any x ∈ W , we have
K⊗R ΓxB ⊆ K⊗R B. This is done in the next Lemma.

Lemma 3.4.13. For any Soergel bimodule B and for any x the morphism ΓxB ↪→ B is
split as left R-modules. In particular, there is an embedding

K⊗R ΓxB ↪→ K⊗R B.

Proof. Choose an embedding B
⊕
⊆ BS(w). We have already discussed the case x = id

in the Theorem above. We have Rx ∈ F∇, hence by [Soe07, Proposition 5.9(1)] also
BS(w)⊗RRx ∈ F∇. Since F∇ is closed under taking direct summands, then also B⊗Rx ∈
F∇. The map B → B ⊗R Rx defined by b 7→ b ⊗ 1 is an isomorphism of left R-modules
and induces an isomorphism of left R-modules

ΓxB ∼= Γid(B ⊗R Rx).

Now since the inclusion Γid(B ⊗R Rx) ↪→ B ⊗R Rx is split as a map of left R-modules,
then also ΓxB ↪→ B is split.

Corollary 3.4.14. If B is an indecomposable Soergel bimodule, then B is indecomposable
as a Z-module.
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We derive also a formula for the dimension of the space of morphisms between Soergel
modules K⊗B and K⊗B′:

grdim Hom•
Z

(K⊗B,K⊗B′) = (ch(B), ch(B′)). (3.8)

Remark 3.4.15. Assume K = R. If W is a finite Coxeter group, then the ring Z can be
identified with the ring of regular functions of Gr(W ) (cf. [Fie08, Theorem 4.3]), which
in turn is isomorphic to R ⊗RW R [Wil11, Lemma 4.3.1]. Hence Z ∼= K ⊗RW R ∼= R/RW+
is the coinvariant ring. In particular, Z is generated in degree 2 and the map R → Z is
surjective. Clearly, in this case we can replace Z by R (acting on the right) in the statement
of Theorem 3.4.12 and in (3.8).

3.5 The center of the category of Soergel bimodules

We give a different characterization of the R-subalgebra H̃w ⊆ BS(w). We denote the
center of a ring A by Z(A).

Proposition 3.5.1. Let w reduced. Then H̃w = Z(End•R⊗R(BS(w))).

Proof. Every endomorphism of BS(w) as an R-bimodule is also an endomorphism as Z-
modules, because of Theorem 3.3.4. Hence multiplication defines a map

Z → Z(End•R⊗R(BS(w)))

whose image is H̃w (which is seen as a subring of End•(BS(w)) via multiplication). It
remains to show Z(End•(BS(w))) ⊆ H̃w.

Let φ ∈ Z(End•(BS(w))). Then φ commutes with the multiplication by any element
of BS(w). In particular φ is an endomorphism of BS(w) as a module over itself, that
is φ ∈ End•BS(w)(BS(w)) ∼= BS(w), so φ is the morphism given by multiplication by an
element b ∈ BS(w).

It remains to show that 〈b, llw,e〉BS(w) = 0 for any non-canonical 01-sequence e. Fix such
a sequence e, and consider Ψ =

LL
w,e ◦LLw,canwe ∈ End•(BS(w)), so that Ψ(1⊗w) = llw,e.

Since Ψ commutes with φ, using Lemma 3.2.7 we get

b · llw,e = (φ ◦Ψ)(1⊗w) = (Ψ ◦ φ)(1⊗w) = Ψ(b) =
LLw,e(LLw,canwe (b)) ∈ Dw.

For degree reasons, the restriction of the trace Tr toDw is 0. We obtain 〈φ, llw,e〉BS(w) =
0.

From this we can easily compute the center of the category of Soergel bimodules. First
we recall its definition.

Definition 3.5.2. The center Z(A) of an additive category A is the endomorphism ring
of the identity functor idA : A → A.

It is well known that if W is a Weyl group, then the center of the category of Soergel
bimodules is isomorphic to the equivariant cohomology of the corresponding flag variety
(see for example [Str09, §3.1]). We generalize this to any Coxeter group:

Proposition 3.5.3. The center of the category of Soergel bimodules Z(SBim) is isomor-
phic to the structure algebra Ẑ defined in §3.3.
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Proof. Let η : idSBim → idSBim be a natural transformation and for any Soergel bimodule
B let ηB ∈ End•(B) denote the corresponding morphism. We abbreviate ηw for ηBS(w).
By Proposition 3.5.1 we can think ηw as an element of H̃w.

Let px : Z � H̃x[−`(x)] denote the projection. For x ≤ w we have also a natural
projection pw,x : H̃w[−`(w)] � H̃x[−`(x)] defined by Pw,y 7→ Px,y if y ≤ x and Pw,y 7→ 0

otherwise. The datum
(
{H̃x[−`(x)]}x∈W , {pw,x}x≤w

)
defines an inverse system on the

poset (W,≤). We have
Ẑ ∼= lim←−

x∈W
H̃x[−`(x)].

Let now x ≤ w and LLw,canx : BS(w) → BS(x) for some reduced expression w, x.
Consider the commutative diagram

BS(w) BS(x)

BS(w) BS(x)

LLw,canx

LLw,canx

ηw ηx

Since LLw,canx is a morphism of Z-modules, we obtain

pw,x(ηw)1⊗x = LLw,canx(ηw · 1⊗w) = ηx · LLw,canx(1⊗w) = ηx · 1⊗x

It follows that pw,x(ηw) = ηx, and the tuple z := (ηx) is an element of lim←− H̃x[−`(x)] ∼= Ẑ.
Any Soergel bimodule B can be embedded in a direct sum of shift of bimodules BS(x),

with x reduced. It follows that ηB is also multiplication by z.
This shows that the obvious map Ẑ → Z(SBim) is surjective. It is also injective

because if z ∈ Ẑ and zx 6= 0, then z acts non-trivially on Bx.

3.6 Counterexamples

In general, for an infinite Coxeter group it is false that

K⊗R HomR⊗R(B,B′) ∼= HomR(K⊗B,K⊗B′). (3.9)

We discuss now two examples where (3.9) fails. Furthermore, in the first example we
show that there exists an indecomposable Soergel bimodule B such that K ⊗ B is not
indecomposable as a right R-module.

Example 1: LetK = R. Let W̃ be an affineWeyl group and let h be a realization for W̃
of type II. All cohomology and intersection cohomology groups are taken with coefficients
in R.

Let W ⊆ W̃ be the corresponding finite Weyl group and G be the corresponding
simply-connected semisimple group associated to W . Recall the definition of the affine
Grassmannian Gr and the affine flag variety F̂ l from §2.3. Let p : F̂ l → Gr be the
projection. Recall from Proposition 2.3.1 that p is a topologically trivial fiber bundle and
that we have an isomorphism of algebras

H•(F̂ l) ∼= H•(G/B)⊗R H
•(Gr). (3.10)

In [Här99] Härterich showed that for any w ∈ W̃ we have R⊗Bw ∼= IH•(F̂ lw), where
F̂ lw = I · wI/I ⊆ F̂ l is the corresponding Schubert variety.
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Fix w ∈ W̃/W and let Grw ⊆ Gr be the corresponding Schubert variety. Let w be the
longest element in the coset w. Then we have F̂ lw = p−1(Grw). Since p is a topologically
trivial fiber bundle, the same holds for the restriction p : F̂ lw → Grw. We have

IH•(F̂ lw) ∼= H•(G/B)[d]⊗R IH
•(Grw) (3.11)

where d = dimG/B. The H•(F̂ l)-module structure on IH•(F̂ lw) is given, in terms of the
isomorphism (3.10) and (3.11), by (f ⊗ f ′)(g⊗ g′) = fg⊗ f ′g′. It follows that if IH•(Grw)

decomposes as a Sym(H2(Gr))-module, then H•(F̂ lw) decomposes as a R-module.
Now assume further that the group G is simple. It follows that H2(Gr) is one-

dimensional and it is generated by Pu, where u is the unique simple reflection not in W .
Therefore Sym(H2(Gr)) is isomorphic to the polynomial ring R[x], with deg(x) = 2. Note
that there are very few Schubert varieties Grw for which we have dim IH i(Grw) ≤ 1 for all
i, and that if dim IH i(Grw) ≥ 2 for some i then IH•(Grw) cannot be indecomposable as a
Sym(H2(Gr))-module. This describes how to produce many examples of indecomposable
Soergel bimodules Bw such that Bw is decomposable.

The smallest explicit example is as follows: Let W̃ be the affine Weyl group of type
Ã2, that is W̃ := 〈s, t, u〉 and mst = mtu = mus = 3. Let W be the subgroup generated by
s, t and let w = stutst. Then R⊗R Bw = IH•(F̂ lw) = H•(G/B)[3]⊗R IH

•(Grstu), where
G = SL3(C). We have dim IH1(Grstu) ≥ dimH4(Grstu) = 2, since H4(Grstu) is generated
by Psu and Ptu. Hence the Soergel module R⊗RBw is not indecomposable as a R-module.

Example 2: The following is another smaller counterexample to (3.9) where we can
see in more detail algebraically what happens. Let W be the universal Coxeter group of
rank 3, i.e. W = 〈s, t, u〉 with mst = mtu = mus = ∞. Let w = stustu and consider the
bimodule BS(w).

For e ∈ {0, 1}6 let ce be the string basis element defined as in §3.1. Consider the
element

b := c000011 − c000101 + c000110 − c001010 + c001100 − c010001 − 2c010010+

+c011000 − c010100 + c100001 − c100010 − c101000 + c110000 ∈ BS(w)2

We have hid(BS(w)) = v6 + 3v4, so in particular ΓidBS(w) lies in degree ≥ 4. Then
b 6∈ Γid(BS(w)) but the projection b ∈ BS(w) belongs to Ann(R+) (the element v has
been found with the help of the software Magma [BCP97], but verifying that b ∈ Ann(R+)
can be easily done by hand). It follows that the map R→ R⊗R BS(w) defined by 1 7→ b
is a map of right R-bimodules which does not arise from any bimodule map R→ BS(w).

Remark 3.6.1. These two counterexamples discussed above allow us to answer (nega-
tively) a question posed by Soergel in [Soe07, Remark 6.8]. In general, for infinite Coxeter
groups there exists no non-zero function cy ∈ R⊗R homogeneous of degree 2`(y) such that
cy is supported on Gr(≤ y) and vanishes on Gr(< y). In fact, if such elements cy ∈ R⊗KR
exist, we could use them to play the role of Py in the proof of Proposition 3.4.12, and this
would imply the isomorphism (3.9).
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Chapter 4

Singular Soergel Bimodules and their
Hodge Theory

Throughout this chapter we assume K = R, so that h is a realization of type I or II.

4.1 Generalities on one-sided singular Soergel bimodules

For a subset I ⊆ S we denote by WI the subgroup of W generated by I. We say that I is
finitary if WI is finite. If I is finitary we denote by wI the longest element of WI .

Recall that R denotes the polynomial ring Sym(h∗). For a finitary I let RI := RWI

the subring of WI -invariants. Let (h∗)I := (h∗)WI ⊆ RI . If we regard R as a graded
RI -module, it is free of graded rank π̃(WI), the Poincaré polynomial of WI :

π̃(I) =
∑
w∈WI

v2`(w)

For a finitary subset I we work in the category of graded (R,RI)-bimodules. For a
graded (R,R)-bimodule B we denote by BI its restriction to a graded (R,RI)-bimodule.

Definition 4.1.1. The category of I-singular Soergel bimodules SBimI is the full subcate-
gory of graded (R,RI)-bimodules whose objects are direct summands of BI for B ∈ SBim.

There is a duality functor DB = HomR−(B,R) on SBimI . The (R,RI)-bimodule
structure on DB is given by

rfr′(b) = f(rbr′) for any f ∈ DB, b ∈ B, r ∈ R, r′ ∈ RI .

Let W I be the set of minimal representatives for W/WI . Then self-dual indecompos-
able I-singular Soergel bimodules BI

x are parametrized by elements x ∈ W I . Let x =
s1s2 . . . sk be a reduced expression for x ∈W I . Then BI

x is the unique direct summand of
BS(s1s2 . . . sk)I which is not a direct summand of any Bott-Samelson bimodule of smaller
length. Equivalently, BI

x is the unique direct summand of Bx,I := (Bx)I which is not a
direct summand of By,I for any y such that `(y) < `(x).

Warning 4.1.2. We use a slightly different definition of the duality functor D respect
to [Wil11]. It follows that our self-dual indecomposable bimodules BI

x coincide with
BI
x[−`(wI)] in Williamson’s notation. For us, the bimodules BI

x are more natural to con-
sider since BI

x = R ⊗R BI
x has symmetric Betti numbers, and in the geometric setting it

can be obtained by taking the hypercohomology of an intersection cohomology sheaf.
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Recall the Hecke algebraH of §1.3. For I finitary we defineHI = HHwI
. This is clearly

a left module over the Hecke algebra H. The category SBimI “categorifies” this module.
In fact, in analogy with Soergel’s categorification Theorem 3.1.4, there is an isomorphism
of Z[v, v−1]-modules

ch : [SBimI ]
∼−→ HI

such that the following diagram is commutative:

SBim× SBimI SBimI

H×HI HI

−⊗R −

ch× ch ch
m

where m is the multiplication in H.
Warning 4.1.3. Since we have a different definition of BI

x respect to [Wil11], we need
to change accordingly the definition of the map ch: we write ch(B) for ch(B[`(wI)]) in
Williamson’s notation, so that ch(BI

x) in our notation coincides with ch(BI
x) in Williamson’s

notation.
With our convention, we have ch(BI) = ch(B)HwI

(cf. [Wil11, Theorem 6.1.5.(2)]).
On the other hand, notice that one need to insert a shift in the statement of [Wil11,
Proposition 7.4.3], that is if x ∈W I we have

BI
x ⊗RI R[`(wI)] ∼= BxwI ∈ SBim.

A Kazhdan-Lusztig basis element Hy belongs to HI if and only if y ∈ W is maximal
in its coset in W/WI . For x ∈ W I we define HI

x = HxwI
∈ HI . The set {HI

x}x∈W I forms
a Z[v, v−1]-basis of HI , known as the Kazhdan-Lusztig basis of HI .

We have:

Theorem 4.1.4 (Soergel’s Hom Formula for Singular Soergel Bimodules [Wil11, Theorem
7.4.1]). Let B1, B2 ∈ SBimI . Then Hom•(B1, B2) is a free graded left R-module and

grrk Hom•R⊗RI (B1, B2) =
1

π̃(I)
(ch(B1), ch(B2)),

where (−,−) is the pairing in the Hecke algebra defined in (1.5).

By [Wil11, Theorem 3], Soergel’s conjecture for Soergel bimodule (Theorem 3.1.6)
implies the corresponding result for singular Soergel bimodules:

Theorem 4.1.5. For x ∈W I we have ch(BI
x) = HI

x.

It follows that

Homi(BI
x, B

I
y) ∼=

{
0 if i < 0, or i = 0 and x 6= y

R if i = 0 and x = y
(4.1)

We can define a perverse filtration τ on any singular Soergel bimodule. In fact, for any
BI ∈ SBimI we have a (non-canonical) decomposition

BI =
⊕

(BI
x[i])⊕mx,i , (4.2)
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then we define
τ≤jB

I =
⊕
i≥−j

(BI
x[i])⊕mx,i .

It follows from the vanishing of negative degree homomorphisms (4.1) that the perverse
filtration is canonical, i.e. does not depend on the decomposition (4.2).

We say that BI ∈ SBimI is perverse if we can write ch(BI) =
∑

x∈W I mxH
I
x with

mx ∈ Z≥0. Hence, BI is perverse if and only if

BI ∼=
⊕
x∈W I

(BI
x)⊕mx with mx ∈ Z≥0.

4.2 Hodge-theoretic statements for singular Soergel modules

If W is a Weyl group of a semisimple algebraic group G, then the category of I-singular
Soergel bimodules is equivalent to the additive category generated by shifts of semisimple
B-equivariant perverse sheaves on the partial flag variety G/PI , or alternatively by shifts
of semisimple (B×PI)-equivariant perverse sheaves on G. The equivalence is given by the
hypercohomology, in fact if F ∈ PervB×PI (G,R), then H•F is naturally a graded module
over H•B×PI (pt,R) ∼= R⊗R R

I .
Let For : F ∈ PervB×PI (G,R) → PervPI (G,R) be the functor which “forgets” the

B-equivariance. For w ∈ W I let XI
w = B · xPI/PI ⊆ G/PI denote the corresponding

parabolic Schubert variety. We have

IH•(XI
w,R) ∼= H•(For(ICB(XI

w,R))) = R/R+ ⊗R H•(ICB(XI
w,R)) = R⊗R IH•B(XI

w,R).

hence IH•(XI
w,R) is in a natural way a module over RI , and we have IH•(XI

w,R) = BI
w

(where BI
w is constructed using the realization of Type II of W ).

A line bundle L on G/PI is ample if and only if its first Chern class ρ = c1(L) ∈ (h∗)I

is such that we have ρ(α∨t ) > 0 for all t ∈ S \ I. In this geometric setting we can deduce
the hard Lefschetz theorem and the Hodge-Riemann bilinear relations with respect to an
ample class ρ directly from Hodge theory.

The main goal of this chapter is to establish the hard Lefschetz theorem and the Hodge-
Riemann bilinear relations for singular Soergel bimodules for an arbitrary Coxeter group
W .

Let ρ ∈ (h∗)I ⊆ RI . We say that ρ > 0 if ρ(α∨s ) > 0 for any s ∈ S \ I. Note that there
exists such a ρ with this property since the set {α∨s }s∈S is linearly independent in both
realizations of type I and II.

We fix now once for all ρ > 0 in (h∗)I .

Lemma 4.2.1. Let w ∈ W I and w = s1 . . . sl a reduced expression for w. Then for any
i ≤ l we have (si+1 . . . slρ)(α∨si) > 0

Proof. Since for any i we have si . . . sl > si+1 . . . sl, by [Hum90, Theorem 5.4] it follows
that β∨i := sl . . . si+1(α∨si) ∈ (Φ∨)+, therefore

(si+1 . . . slρ)(α∨si) = ρ(β∨i ) ≥ 0.

It remains to show that ρ(β∨i ) 6= 0. For this, it is enough to show that β∨i 6∈ span〈α∨t | t ∈
I〉.

Clearly, for any i, sisi+1 . . . sl ∈W I and si . . . slwI > si+1 . . . slwI , hence also

wIsl . . . si+1(α∨si) = wI(β
∨
i ) ∈ (Φ∨)+.
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But wI is the longest element inWI , hence it sends every positive coroot in span〈α∨t | t ∈ I〉
into a negative coroot. Since both β∨i and wI(β

∨
i ) are positive coroots, it follows that

β∨i 6∈ span〈α∨t | t ∈ I〉.

For BI ∈ SBimI let BI = R⊗R BI . This is naturally a right RI -module.

Warning 4.2.2. To be consistent with the rest of this thesis, our convention for modules is
the opposite of [EW14]. For us, Soergel modules are always right R-modules and singular
Soergel modules are right RI -modules.

Theorem 4.2.3 (Hard Lefschetz Theorem for singular Soergel modules). Let x ∈ W I .
Then multiplication by ρ induces a degree 2 morphism on BI

x such that for any i > 0 the
induced map ρi : (BI

x)−i → (BI
x)i is an isomorphism.

For x ∈ W I we can choose a reduced expression x and an embedding BI
x

⊕
⊆ BS(x)I .

Then we define 〈−,−〉BIx to be the restriction of the intersection form on BS(x). The form
〈−,−〉BIx is well defined up to a scalar. We fix the sign by requiring that 〈1⊗x , 1⊗x ·ρ`(x)〉BIx > 0

(it follows from the hard Lefschetz theorem that 〈1⊗x , 1⊗x · ρ`(x)〉BIx 6= 01). After fixing in
this way the sign we call 〈−,−〉BIx the intersection form of BI

x. For any b, b′ ∈ BI
x, f ∈ R

and g ∈ RI we have
〈fb, b′〉BIx = 〈b, fb′〉BIx = f〈b, b′〉BIx ,

〈bg, b′〉BIx = 〈b, b′g〉BIx .

The intersection form induces a real valued symmetric and RI -invariant form 〈−,−〉
BIx

on

BI
x. For i ≥ 0 we define the Lefschetz form

(−,−)−iρ = 〈−,− · ρi〉
BIx

: BI
x

−i
×BI

x

−i
→ R.

Theorem 4.2.4 (Hodge-Riemann bilinear Relations for singular Soergel modules). Let
x ∈ W I . For all i ≥ 0 the restriction of Lefschetz form (−,−)−iρ to P−iρ = ker(ρi+1) ⊆
(BI

x)−i is (−1)(−`(x)+i)/2-definite.

The arguments in this chapter will closely follow that of [EW14]. Our focus is on the
main modifications that are needed.

There is a major difference with [EW14]. The ultimate goal of Elias and Williamson
is in fact to use Hodge theory to show Soergel’s conjecture, and thus they need to carry
Soergel’s conjecture through the induction. We can avoid this, as we can instead deduce
Soergel’s conjecture for singular Soergel bimodules directly from the non-singular case.
This makes several proofs easier.

Remark 4.2.5. In [Wil11] Williamson introduces a category JSBimI of (J, I)-singular
Soergel bimodules for any pair of finitary set J, I ⊆ W . Aside from one passage in the
proof of Lemma 4.5.4 we do not need to consider this generality as the Soergel modules
one obtains are the same. In fact, for a double coset p ∈ WJ\W/WI , if JBI

p ∈ JSBimI is
the corresponding indecomposable (J, I)-singular Soergel bimodule and q ∈ W/WI is the
maximal coset contained in p, by [Wil11, Proposition 7.4.3] we have (up to some unspecified
shift):

R⊗RJ JBI
p
∼= BI

q .

1Without appealing to hard Lefschetz at this stage, one can also notice that the proof of [EW14, Lemma
3.10] works also in our setting because of Lemma 4.2.1.
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Hence
JBI

p = R⊗RJ JBI
p = R⊗R R⊗RJ JBI

p = R⊗R BI
q = BI

q .

Notice also that we give a slightly different definition of the category SBimI compared
with [Wil11]. To show that the two definitions are equivalent it is enough to show that for
any x ∈ W I we can obtain the indecomposable bimodule BI

x as a direct summand of the
restriction BI of a Soergel bimodule B. Let x be a reduced expression for x. We have

ch(BS(x)I) = HxHwI
= HI

x +
∑

W I3y<x

λyH
I
y,

and as in the proof of [Wil11, Theorem 7.4.2] this means that BI
x is a direct summand of

BS(x)I . However, this simpler definition does not generalize to the (J, I)-case.

4.3 Structure of the proof

Recall that we have fixed ρ > 0 in (h∗)I . The hard Lefschetz theorem and the Hodge-
Riemann relations are considered with respect to the fixed ρ. For x ∈ W I , s ∈ S we
say:

hL(x) := hard Lefschetz holds for BI
x.

HR(x) := Hodge-Riemann holds for the Lefschetz form on BI
x.

hL(s, x) := hard Lefschetz holds on BsBI
x.

HR(s, x) :=

for any reduced expression x of x
for any embedding BsBI

x ⊆ BS(sx)I
the restriction of the Lefschetz form of BS(sx)

satisfies Hodge-Riemann on BsBI
x.

Assume sxwI > xwI . Then BI
sx is a direct summand of BsBI

x. Therefore hL(s, x) =⇒
hL(sx) and HR(s, x) =⇒ HR(sx).

We will later introduce a deformation Lζ , for ζ ∈ R≥0, of the Lefschetz operator, such
that L0 is multiplication by ρ. We say:

hL(s, x)ζ := hard Lefschetz holds for Lζ on BsBI
x.

HR(s, x)ζ :=

for any reduced expression x of x
for any embedding BsBI

x ⊆ BS(sx)I
the restriction of the Lefschetz form of BS(sx)

satisfies Hodge-Riemann on BsBI
x with respect to Lζ .

An elementary argument (Theorem 4.5.1) shows that

HR(x) =⇒ HR(s, x)ζ for ζ � 0.

A crucial observation in [EW14] is that the signature of a family of non-degenerate sym-
metric forms does not change. This shows

hL(s, x)ζ for ζ ≥ 0 and HR(s, x)ζ for ζ � 0 =⇒ HR(s, x)ζ for ζ ≥ 0

The critical step is then to show hL(s, x)ζ for ζ ≥ 0. Note that in the induction step
we also need HR(s, x)ζ for sxwI < xwI and ζ > 0. However, this is the easiest case and
it is covered by Theorem 4.5.4. If sxwI < xwI we have:

hL(x) =⇒ hL(s, x)ζ for all ζ > 0.
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Thus, together with HR(s, x)ζ for ζ � 0, hL(x) implies HR(s, x)ζ for any ζ > 0.
Assume now sxwI > xwI . We need to divide into two cases. The case ζ > 0 is done in

Theorem 4.5.5. For ζ > 0 we have:

HR(t, z) for all t ∈ S, z ∈W I such that z < x and tzwI > zwI

HR(s, z)ζ for all z ∈W I such that z < x

HR(z) for all z ∈W I such that z < sx

 =⇒ hL(s, x)ζ .

Finally, the case ζ = 0 is done in Theorem 4.5.6. We have:

HR(x)

HR(t, z) for all t ∈ S, z ∈W I such that z < x and tzwI > zwI

hL(z) for all z ∈W I such that z < sx

 =⇒ hL(s, x).

4.4 Singular Rouquier complexes

Let F be a complex of singular Soergel bimodules. Following the notation of [EW14] we
indicate the homological degree on the left, that is:

F := [. . .→ i−1F → iF → i+1F → . . .].

We denote by {−} the homological shift, so that i(F{1}) = i+1F .
Let Kb(SBimI) be the bounded homotopy category of complexes of I-singular Soergel

bimodules.
We define pK≥0 := pKb(SBimI)≥0 to be the full subcategory of Kb(SBimI) with objects

complexes in Kb(SBimI) which are isomorphic to a complex F which satisfies τ≤−i−1
iF = 0

for all i ∈ Z.
Similarly, we define pK≤0 := pKb(SBimI)≤0 to be the full subcategory with objects

complexes in Kb(SBimI) which are isomorphic to a complex F which satisfies iF = τ≤−i
iF

for all i ∈ Z. Let pK0 = pK≥0 ∩ pK≤0.
For s ∈ S let Fs denote the complex

Fs = [0→
0
Bs

ds−→ R[1]→ 0]

where ds(f ⊗ g) = fg.2 Then tensoring with Fs on the left induces an equivalence on
the category Kb(SBimI). The inverse is given by tensoring on the left with the complex

Es = [0→ R[−1]
d′s−→

0
Bs → 0]. Here d′s(1) = cs = 1

2(αs ⊗ 1 + 1⊗ αs).
For any x ∈W I we consider the complex Fs1 . . . Fsk for any reduced expression s1 . . . sk

of x. As an object in Kb(SBim) it does not depend on the chosen reduced expression
[Rou06, Proposition 9.2]. Hence, also (Fs1 . . . Fsk)I does not depend on the reduced ex-
pression as an object in Kb(SBimI).

We choose F Ix
⊕
⊆ (Fs1 . . . Fsk)I to be the corresponding minimal complex (see [EW14,

§6.1]), so F Ix ∼= (Fs1 . . . Fsk)I in Kb(SBimI) and the complex F Ix does not contain any
contractible direct summand. We call F Ix a singular Rouquier complex.

Observe that if Fx is the Rouquier complex for x ∈ Kb(SBim), i.e. is the minimal
complex for Fs1 . . . Fsk , then F

I
x can also be obtained as the minimal complex of Fx,I :=

(Fx)I in Kb(SBimI).

2We use
0
− to indicate where the object in homological degree 0 is placed.
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Lemma 4.4.1. Let x ∈W I and s ∈ S.

i) If sxwI > xwI then FsBI
x ∈ pK≥0.

ii) If sxwI < xwI then FsBI
x
∼= BI

x[−1].

Proof. i) From Theorem 4.1.5 we have ch(BsB
I
x) = HsH

I
x = HI

sx +
∑

z∈WI

z<xs
mzH

I
z with

mz ∈ Z≥0. Hence
BsB

I
x
∼= BI

xs ⊕
⊕
z∈WI

z<xs

(BI
z )⊕mz .

Then the complex

FsB
I
x = [0→

0

BsB
I
x → BI

x[1]→ 0]

is manifestly in pK≥0.

ii) We have ch(BsB
I
x) = HsH

I
x = HsHxwI

= (v + v−1)HI
x. Therefore BsBI

x
∼= BI

x[1] ⊕
BI
x[−1] and

FsB
I
x = [0→

0

BI
x[1]⊕BI

x[−1]→ BI
x[1]→ 0].

Tensoring with Fs induces an equivalence on the category Kb(SBimI), and since BI
x is

indecomposable also the complex FsBI
x must be indecomposable. Therefore the map

BI
x[1] → BI

x[1] cannot be 0, otherwise
0

BI
x[1] would be a non-trivial direct summand

of FsBI
x. Since BI

x[1]→ BI
x[1] is non zero, it is an isomorphism and BI

x[1]→ BI
x[1] is

a contractible direct summand that we can remove from the complex. In this way we
obtain FsBI

x
∼= BI

x[−1] ∈ pK≥0.

Lemma 4.4.2. Let F ∈ pK≥0. Then FsF ∈ pK≥0.

Proof. We denote by ω≥k the truncation of complexes, that is

ω≥kF = [0→ kF → k+1F → . . .].

We have distinguished triangles

ω≥k+1F → ω≥kF → kF{−k} [1]−→

Fs(ω≥k+1F )→ Fs(ω≥kF )→ Fs(
kF{−k}) [1]−→

Since Fs(kF{−k}) ∈ pK≥0 by Lemma 4.4.1, the statement follows by induction on k using
the analogue of [EW14, Lemma 6.1].

Corollary 4.4.3. For any x ∈W I we have F Ix ∈ pK≥0.

Proof. Since F Ix ∼= Fs1Fs2 . . . Fsk(RI) ∈ Kb(SBimI) this follows by induction on `(x)
directly from Lemma 4.4.1 and Lemma 4.4.2.
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4.4.1 Singular Rouquier complexes are ∆-split

We can identify R⊗R R
I with the ring of regular functions on h× (h/WI). The inclusion

R⊗R R
I ↪→ R⊗R R corresponds to the projection map π : h× h→ h× (h/WI).

For a coset p ∈W/WI let GrI(p) be the image Gr(p) under π, where Gr(p) ⊆ h× h is
the twisted graph defined in §3.1. Similarly, if C ⊆W/WI let GrI(C) =

⋃
p∈C Gr

I(p).
Let BI ∈ SBimI . For C ⊆ W/WI let ΓCB = {b ∈ B | supp b ∈ GrI(C)}. The

functor ΓC extends to a functor ΓC from Kb(SBimI) to the homotopy category of graded
(R,RI)-bimodules, which we denote by Kb(R-Mod-RI).

Let q : W → W/WI denote the projection. For y ∈ W/WI let us denote by y− the
minimal element in the coset y. The bijection W I ∼= W/WI induces a Bruhat order on
W/WI , i.e. we say y ≤ z if and only if y− ≤ z−. The projection q is a strict morphism of
posets:

Lemma 4.4.4. Let w ≥ v in W . Then q(w) ≥ q(v).

Proof. This follows from [Dou90, Lemma 2.2].

For any B ∈ SBim and any C ⊆W/WI we have by [Wil11, Prop 6.1.6]

(Γq−1(C)B)I = ΓC(BI). (4.3)

Note that q−1(≥ y) = {x ∈ W | x ≥ y−}. If x ∈ W I we write ΓI≥x for the functor
Γ{y∈W I |y≥x} on SBimI , to differentiate it from the functor Γ≥x on SBim.

We choose an enumeration y1, y2, y3, . . . of W/WI refining the Bruhat order on W/WI .
For any coset yi ∈ W/WI we choose an enumeration yi,1, yi,2, yi,3 . . . of the elements in yi
refining the Bruhat order. Let

z1 = y1,1, z2 = y1,2, . . . , z|WI | = y1,|WI |, z|WI |+1 = y2,1, z|WI |+2 = y2,2 . . . .

By virtue of Lemma 4.4.4, z1, z2, z3 . . . is also an enumeration of W which refines the
Bruhat order.

We denote by ΓI≥m the functor Γ{yi:i≥m} on SBimI and by Γ≥m the functor Γ{zi:i≥m}
on SBim. For l ≥ k, let

ΓI≥k/≥lB := (ΓI≥kB)/(ΓI≥lB).

The functor ΓI≥k/≥l extends to a functor ΓI≥k/≥l : Kb(SBimI)→ Kb(R-Mod-RI). Similarly,
we define the functors Γ≥k/≥l, ΓI≥x/≥y, Γ≥x/≥y. They also extend to functors between the
respective homotopy categories.

Fix y = ym ∈ W/WI and x ∈ W I . We have (ym)− = zk for some k and (ym+1)− =
zk+|WI |. Then by the hin-und-her Lemma for singular Soergel bimodules [Wil11, Lemma
6.3.2] we have

ΓI≥y/>y(F
I
x ) ∼= ΓI≥y/>y(Fx,I)

∼= ΓI≥m/≥m+1(Fx,I) ∼= (Γ≥k/≥k+|WI |Fx)I ∈ Kb(R-Mod-RI)

Assume x 6∈ ym. Then x = zj with j < k or j ≥ k + |WI |. For any i such that
1 ≤ i ≤ |WI | we have a distinguished triangle in Kb(R-Mod-R)

Γ≥k/≥k+i−1Fx → Γ≥k/≥k+iFx → Γ≥k+i−1/≥k+iFx
[1]−→

and the last term is 0 by [LW14, Prop 3.7]. It follows by induction that Γ≥k/≥k+|WI |Fx
∼= 0,

hence

ΓI≥y/>y(F
I
x ) ∼= ΓI≥y/>y(Fx,I)

∼= (Γ≥k/≥k+|WI |Fx)I ∼= 0 ∈ Kb(R-Mod-RI).
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Assume now x = y−, so that x = zk. Let Rx,I := (Rx)I . Since

Γ≥k/≥k+1Fx = Rx[−`(x)]

the same argument as above shows Γ≥k/≥k+|WI |Fx
∼= Rx[−`(x)], hence

ΓI≥x/>x(F Ix ) ∼= ΓI≥x/>x(Fx,I) ∼= (Γ≥k/≥k+|WI |Fx)I ∼= Rx,I [−`(x)].

We obtain the singular version of [LW14, Prop 3.7]:

Lemma 4.4.5. Let x, y ∈W I . Then

ΓI≥y,>y(F
I
x ) =

{
0 if y 6= x,

Rx,I [−`(x)] if y = x.

Remark 4.4.6. If we view Fs as a complex of graded left R-modules it splits, i.e. we
have Fs ∼= R[−1] in Kb(R-mod). Similarly (Fs1Fs2 . . . Fsk)I ∼= R[−k] in Kb(R-mod). For
x ∈ W I , let F Ix = R ⊗R F Ix . It is a complex of graded real vector spaces. It follows that
we have:

H i(F Ix ) =

{
R[−`(x)] if i = 0,

0 if i 6= 0.

4.4.2 Singular Rouquier complexes are linear

For us it is important to understand how singular Rouquier complexes look. The idea
is to use the first differential in a singular Rouquier complex as a replacement for “weak
Lefschetz” in the inductive proof of hard Lefschetz. More precisely, the first differential
will have the role of the map φ in [EW14, Lemma 2.3]. For this, we first have to show that
the first differential is a map of degree 1 between perverse singular Soergel bimodules.

Lemma 4.4.7. Let x ∈ W I . For i > 0 if iF Ix contains a direct summand isomorphic to
BI
z [j], then i−1F Ix contains a direct summand isomorphic to BI

z′ [j
′] with z′ > z and j′ < j.

Proof. The proof is the same of [EW14, Lemma 6.11]. From Theorem 4.1.5 (and the
definition of the map ch, cf. [Wil11, §6.3]) we have that for any y, z ∈ W I the bimodule
ΓI≥z/>z(B

I
y) is generated in degree < `(z) if y > z and ΓI≥z/>z(B

I
z ) ∼= Rz,I [−`(z)].

The image of BI
z [j] in i+1F Ix is contained in τ<−j(i+1F Ix ) because of (4.1): in fact any

non-zero homomorphism in degree 0 is an isomorphism and thus yields a contractible direct
summand.

Applying ΓI≥z/>z to F Ix the direct summand BI
z [j] induces a summand Rz,I [j − `(z)].

This cannot be a direct summand in ΓI≥z/>z(τ<−j
i+1F Ix ) and cannot survive in the coho-

mology of the complex because of Lemma 4.4.5. Thus Rz,I [j − `(z)] must be the image of
a direct summand Rz,I [j − `(z)] in Γ≥z/>z(τ>−j(

i−1Fx)).
This implies that there is a direct summand BI

y [k] in i−1Fx with y > z and k < j.

Theorem 4.4.8. Let x ∈W I and F Ix be a singular Rouquier complex. Then:

i) 0F Ix = BI
x.

ii) For i ≥ 1, iF Ix =
⊕

(BI
z [i])⊕mz,i with z < x, z ∈W I and mz,i ∈ Z≥0.

In particular, F Ix ∈ pK0.
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Proof. We apply the previous lemma. The same proof shows that since −1(F Ix ) = 0, the
only direct summands occurring in 0(F Ix ) is BI

x. By induction we have iF Ix = τ≤−iF
I
x for

any i > 0. Now ii) follows since we already know F Ix ∈ pK≥0 from Corollary 4.4.3.

Remark 4.4.9. We can define the character of a complex F ∈ Kb(SBimI) as

ch(F ) =
∑
i∈Z

(−1)i ch(iF ).

If x ∈W I and x = s1s2 . . . sk is a reduced expression we have

ch(F Ix ) = ch((Fs1Fs2 . . . Fsk)I) = HxHwI
=: HI

x.

An immediate consequence of Theorem 4.1.5 is that there is a non trivial morphism of
degree i between BI

x and BI
y for x, y ∈ W I if and only if i and `(x) − `(y) have the same

parity. Because of Theorem 4.4.8 we can write

HI
x =

∑
i≥0

(−1)i ch(iFx) =
∑
y≤x

gy,xH
I
y

with gx,x(v) = 1 and gy,x(v) =
∑

i>0my,i(−v)i. The polynomials gy,x are the parabolic
inverse Kazhdan-Lusztig polynomials. We obtain that for any y ≤ x the polynomial
(−1)`(y)−`(x)gy,x has non-negative coefficients.

4.4.3 Singular Rouquier complexes are Hodge-Riemann

The complex F Ix is a direct summand of (Fs1 . . . Fsm)I for a reduced expression x =
s1 . . . sm. Hence, for any j, jF Ix is a direct summand of j(Fs1 . . . Fsm)I , that is

jF Ix
⊕
⊆

⊕
x′∈π(x,j)

BS(x′)I [j]

where π(x, j) is the set of all subexpressions of x obtained by omitting j simple reflections.
Fix λ = (λx′)x′∈π(x,j) a tuple of strictly positive real numbers. We define a symmetric

form 〈−,−〉λ on
⊕
BS(x′)I by

〈b, b′〉λ =
∑

x′∈π(x,j)

λx′〈bx′ , b′x′〉BS(x′) for all b = (bx′), b
′ = (b′x′) ∈

⊕
x′∈π(x,j)

BS(x′)I (4.4)

where 〈−,−〉BS(x′) is the intersection form on BS(x′)I = BS(x′) defined in §3.1.1.
We say that F Ix satisfies the Hodge-Riemann bilinear relations if we can choose an

embedding F Ix
⊕
⊆ (Fs1 . . . Fsm)I such that for all tuples λ as above, multiplication by ρ

on the right on jFx[−j] satisfies the Hodge-Riemann bilinear relations with respect to the
form 〈−,−〉λ.

Proposition 4.4.10. Assume HR(s, y) for all s ∈ S and y ∈ W I with y < x such that
sywI > ywI . Then F Ix satisfies the Hodge-Riemann bilinear relations.

Proof. Fix a reduced expression x = s1 . . . sm and let s = s1, y = s2 . . . sm. By induction

assume F Iy satisfies Hodge-Riemann so that we can find an appropriate embedding F Iy
⊕
⊆

(Fs2 . . . Fsm)I .
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Now F Ix is a direct summand of FsF Iy , so we have an embedding

jF Ix [−j]
⊕
⊆ j(BsF

I
y )[−j]⊕ j−1F Iy [−j + 1]

⊕
⊆

⊕
y′∈π(y,j)

BsBS(y′)I ⊕
⊕

y′′∈π(y,j−1)

BS(y′′)I =

=
⊕

x′∈π(x,j)

BS(x′).

We fix a tuple (µx′)x′∈π(x,j), or equivalently two tuples (λy′)y′∈π(y,j) and (σy′′)y′′∈π(y,j)

of positive real numbers.
From Theorem 4.4.8, we know that jF Iy [−j] =

⊕
(BI

z )⊕mz with mz ∈ Z≥0. Let
jF Iy [−j] = B↑ ⊕B↓ with

B↑ =
⊕

szwI>zwI

(BI
z )⊕mz and B↓ =

⊕
szwI<zwI

(BI
z )⊕mz .

The decomposition is orthogonal with respect of the restriction of the form 〈−,−〉λ since
Hom0(B↑,DB↓) = 0. Then also BsB

↑ and BsB
↓ are orthogonal with respect of the

restriction of the form 〈−,−〉µ on Bs(
jF Iy [−j]). In fact, for any b ∈ B↑ and b′ ∈ B↓ we

have:
〈cidb, cidb′〉µ = ∂s(〈b, b′〉λ) = 0 (4.5)

〈csb, cidb′〉µ = 〈cidb, csb′〉µ = 〈b, b′〉λ = 0 (4.6)

〈csb, csb′〉µ = αs〈b, b′〉λ = 0. (4.7)

The bimodule BsB↑ is perverse while BsB↓ = B↓[−1]⊕B↓[1]. So we have a decompo-
sition

jF Ix [−j]
⊕
⊆ BsB↓ ⊕BsB↑ ⊕ j−1F Iy [−j + 1]. (4.8)

The inclusion is, by definition, an isometry. This decomposition is orthogonal with respect
to the form 〈−,−〉µ. Moreover by (4.1) the image of jF Ix [−j] → BsB

↓ is contained in
B↓[1].

Claim 4.4.11. The restriction of the Lefschetz form (−,−)−kρ = 〈−,− · ρk〉µ to (B↓[1])−k

is zero.

Proof of the claim. Let BI
z

⊕
⊆ B↓ and let z = t1 . . . tl be a reduced expression. Then

z′ := t2 . . . tl ∈ W I and t1z
′wI > z′wI . Since BI

z

⊕
⊆ Bt1B

I
z′ , the hypothesis HR(t1, z

′)

implies that multiplication by ρ satisfies hard Lefschetz on BI
z , hence on B↓, i.e.

ρi : (B↓)−i
∼−→ (B↓)i for all i ≥ 0.

By shifting we get ρi : B↓[1]
−i−1 ∼−→ B↓[1]

i−1
. Let P−1−i

ρ = Ker ρi+1 ⊆ B↓[1]
−i−1

so that
for any m ≤ 0 we have

B↓[1]
m

=
⊕

j≥max{m+1
2
,0}

Pm−2j
ρ · ρj .

Let x ∈ Pm−2j
ρ , y ∈ Pm−2k

ρ for some j ≥ k ≥ 0, then

(xρj , yρk)mρ = 〈x, yρj+k−m〉µ = 0

because j + k −m ≥ 2k −m and y ∈ Ker(ρ2k−m).
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So the image of jF Ix [−j] in BsB↓ does not contribute to the Lefschetz form. We can
consider the projection onto the other two factors

i : jF Ix [−j]→ BsB↑ ⊕ j−1F Iy [−j + 1]

which is an isometry.

Furthermore, the map i is injective, in fact jF Ix
⊕
⊆ j(FsF

I
y ) is a split inclusion and since

when we project to SBimI/ rad (SBimI), the image is contained in BsB↑⊕ j−1F Iy [−j+ 1],
then also i must be a split injective morphism.

Using the fact that jF Ix is stable under the Lefschetz operator and that Hodge-Riemann
holds by induction for both BsB↑ and j−1F Iy [−j + 1], the thesis follows.

4.5 Hard Lefschetz for singular Soergel modules

4.5.1 Deforming the Lefschetz operator

Let BI ∈ SBimI be a direct summand of BS(x)I . If the intersection form on BI is the
restriction of the intersection form on BS(x)I , then we equip BsBI with the restriction of

the intersection form of BS(sx)I (with respect to the embedding BsBI
⊕
⊆ BsBS(x)I).

For ζ ≥ 0 we define the deformed Lefschetz operator Lζ ∈ End2(BsB
I) as

Lζ(bs ⊗ b) = bs ⊗ (b · ρ) + ζ(bs · ρ)⊗ b for all bs ∈ Bs and b ∈ BI .

so that for ζ = 0 we recover the Lefschetz operator given by multiplication by ρ on the
right.

Theorem 4.5.1. If BI ∈ SBimI is such that BI satisfies the hard Lefschetz theorem and
the Hodge-Riemann bilinear relations, than also BsBI satisfies the hard Lefschetz theorem
and the Hodge-Riemann bilinear relations with respect to the Lefschetz operator Lζ for any
ζ � 0.

Proof. The proof is exactly the same as in the non-singular case [EW14, Theorem 5.1].

4.5.2 Factoring the Lefschetz operator

Let x = s1s2 . . . sl and xî = s1 . . . si−1si+1 . . . sl for any 1 ≤ i ≤ l. Let γi = sl . . . si+1(ρ)
for all 1 ≤ i ≤ k. Recall that γi > 0 for all i. We rescale the intersection forms on BS(xî)I
using the tuple γ = (γi) as in (4.4) and we obtain a form 〈−,−〉γ on

⊕
iBS(xî)I .

Let

φ : BS(x)I →
l⊕

i=1

BS(xî)I [1]

be the map induced by first differential in (Fs1Fs2 . . . Fsl)I . We have the following by
[EW14, Lemma 6.15]:

Lemma 4.5.2. We have 〈b, b′ρ〉
BS(x)

= 〈φ(b), φ(b′)〉γ for any b, b′ ∈ BS(x)I .

Fix ζ > 0. Let s = s1 so that x = sx1̂. Let now µi = γi for all 2 ≤ i ≤ l and
µ1 = γ1 + ζρ(α∨s ). Let Lζ the operator on BsBS(x1̂)I defined in §4.5.1.

Lemma 4.5.3. We have 〈b, Lζ(b′)〉BS(x)
= 〈φ(b), φ(b′)〉µ for any b, b′ ∈ BS(x)I .
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Proof. Assume b = b1 ⊗ b2 and b′ = b′1 ⊗ b′2 with b1, b′1 ∈ Bs and b2, b′2 ∈ BS(x1̂)I . Then

〈b, Lζ(b′)〉BS(x)
= 〈b, b′ρ〉

BS(x)
+ ζ〈b, b′1ρ⊗ b′2〉BS(x)

= 〈φ(b), φ(b′)〉γ + ζ〈b, b′1ρ⊗ b′2〉BS(x)
.

Now, a straightforward computation as in (4.5)-(4.7) shows that, 〈b1⊗ b2, b′1ρ⊗ b′2〉BS(x)
=

∂s(ρ)〈b2, b′2〉BS(x1̂)
. The claim follows.

4.5.3 Proofs of hard Lefschetz

We are now ready to prove hard Lefschetz for the operators Lζ for ζ ≥ 0. As in [EW14,
§6.8] we have to divide into three cases.

Theorem 4.5.4 (Hard Lefschetz for ζ > 0, sxwI < xwI). Assume hL(x), then hL(s, x)ζ
holds for any ζ > 0.

Proof. Let y ∈ W{s}\W/WI be the double coset containing x. Then there exists an
indecomposable ({s}, I)-singular Soergel bimodule {s}BI ∈ {s}SBimI such that

R⊗Rs {s}BI ∼= BI
x

(cf. [Wil11]). Then any decomposition R ∼= Rs ⊕Rs[−2] as Rs-modules induces a decom-
position

BsB
I
x = R⊗Rs R⊗Rs {s}BI [1] ∼= R⊗Rs (Rs[1]⊕Rs[−1])⊗Rs {s}BI ∼= BI

x[1]⊕BI
x[−1]

of (R,RI)-bimodules. We fix a decomposition R ∼= Rs ⊕ Rs[−2] as in [EW14, Theorem
6.19] and we obtain, by the same computation therein, that the operator Lζ can be written
with respect of the decomposition BsBI

x
∼= BI

x[1]⊕BI
x[−1] as:

Lζ =

(
(−) · ρ 0
ζρ(α∨s ) (−) · ρ

)
:

(
BI
x[1]

BI
x[−1]

)
→
(
BI
x[1]

BI
x[−1]

)
.

Notice that ζρ(α∨s ) > 0. We have an isomorphism of graded vector spaces

BsBI
x
∼= R[z]/(z2)[1]⊗R BI

x

and Lζ acts on R[z]/(z2)[1]⊗R BI
x as multiplication by ζρ(α∨s )z ⊗ 1 + 1⊗ ρ. Hence Lζ is

the sum of two operators both satisfying hard Lefschetz, hence also Lζ satisfies it, as it
is immediate from the representation theory of sl2(R) (cf. the proof of [EW14, Theorem
6.14]).

Theorem 4.5.5 (Hard Lefschetz for ζ ≥ 0, sxwI > xwI). Let ζ > 0 and sxwI > xwI .
Assume

• HR(t, z) for all t ∈ S and z ∈W I such that z < x and tzwI > zwI ,

• HR(s, z)ζ for all z ∈W I such that z < x,

• HR(x).

Then hL(s, x)ζ holds.
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Proof. Let x = s1 . . . sl. We define γi = (si+1 . . . slρ)(α∨si) for 1 ≤ i ≤ m and µ1 =
(xρ)(α∨s ) + ζρ(α∨s ). From Lemma 4.2.1 we see that all the γi’s and µ1 are positive. Let
µi = γi+1 for i > 1. Let φ be the first differential in the complex (FsFs1 . . . Fsl)I . Then by
Lemma 4.5.3 we have

〈b, b′ · ρ〉
BS(sx)

= 〈φ(b), φ(b′)〉µ for all b, b′ ∈ BS(sx)I .

The rest of the proof continues as in [EW14, Theorem 6.20] and we only sketch it.

By Proposition 4.4.10 we can fix an embedding F Ix
⊕
⊆ (Fs1 . . . Fsl)I such that F Ix satisfies

Hodge-Riemann with respect of the form 〈−,−〉γ . The first differential of FsF Ix is BsBI
x
φ−→

Bs
1F Ix ⊕ BI

x[1]. With respect to this decomposition we write φ = (d1, d2). It is clear that
we have d1 ◦ Lζ = Lζ ◦ d1, while

d2(Lζ(b)) = d2(b) · ρ+ ζρ · d2(b).

Hence, if we call L the operator on Bs1F Ix ⊕ BI
x[1] which is Lζ on Bs1F Ix and (−) · ρ on

BI
x[1], after passing to φ : BsBI

x → Bs1F Ix ⊕Bx[1] we have

φ(Lζ(b)) = L(φ(b)) for any b ∈ BsBI
x.

Now φ is injective in degree ≤ `(x) by Remark 4.4.6 and by hypothesis Bs1F Ix ⊕Bx[1]
satisfies Hodge-Riemann with respect of L and restriction of 〈−,−〉µ. We can then apply
[EW14, Lemma 2.3] to deduce hL(s, x)ζ .

Theorem 4.5.6 (Hard Lefschetz for ζ = 0, sxwI > xwI). Let sxwI > xwI . Assume

• HR(t, z) for all t ∈ S and z ∈W I such that z < x and tzwI > zwI ,

• HR(x),

• hL(z) for all z ∈W I such that z < sx.

Then hL(s, x) holds.

Proof. Let x = s1 . . . sl. We define γi = (si+1 . . . slρ)(α∨si) for 1 ≤ i ≤ m and µ1 =
(xρ)(α∨s ). From Lemma 4.2.1 we see that all the γi’s and µ1 are positive. Let µi = γi+1

for i > 1. Let φ the first differential in the complex (FsFs1 . . . Fsl)I . Then by Lemma 4.5.2
we have

〈b, Lζb′〉BS(sx)
= 〈φ(b), φ(b′)〉µ for all b, b′ ∈ BS(sx)I .

The rest of the proof continues as in [EW14, Theorem 6.21] and we only sketch it.

By Proposition 4.4.10 we can fix an embedding F Ix
⊕
⊆ (Fs1 . . . Fsl)I such that F Ix satisfies

Hodge-Riemann with respect of the form 〈−,−〉γ . Let 1F Ix [−1] = B↑ ⊕B↓ with

B↑ =
⊕

szwI>zwI

(BI
z )⊕mz and B↓ =

⊕
szwI<zwI

(BI
z )⊕mz .

so that BsB↑ is perverse and BsB↓ ∼= B↓[1]⊕B↓[−1]. The first differential of FsF Ix is

BsB
I
x
φ−→ BsB

↑[1]⊕BI
x[1]⊕B↓ ⊕B↓[2].

Because of Proposition 4.4.8 we know that B↓[2] is contained in a contractible summand
of FsF Ix , hence we can remove it and obtain:

BsB
I
x
φ−→ BsB

↑[1]⊕BI
x[1]⊕B↓.
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With respect to this decomposition we write φ = (d1, d2, d3). The same argument as in
(4.8) shows that the decomposition above of 1(FsF

I
x ) is orthogonal with respect to 〈−,−〉µ.

We want to show that if b ∈ BsBI
x

−k
then b · ρk 6= 0. If d3(b) 6= 0 then it follows from

hard Lefschetz on B↓, which we know by hypothesis since in B↓ only summands BI
z with

z < sx occur.
Assume now d3(b) = 0, so that b belongs to V := Ker(d3) ⊆ BsBI

x. The map φ restricts
to a map V → BsB↑[1] ⊕ Bx[1]. By hypothesis we have Hodge-Riemann on both BsB↑

and Bx for the multiplication by ρ. Now applying [EW14, Lemma 2.3] we obtain that
multiplication by ρ satisfies hard Lefschetz on V . This completes the proof.

4.6 Consequences for non-singular Soergel modules

Let x ∈ W and s ∈ S be such that xs > x. Let Bx ∈ SBim be the corresponding
indecomposable (non-singular) Soergel bimodule. Assume I = {s}, so that wI = s. Then
(Bx)I is a perverse singular Soergel bimodule, in fact we have:

ch((Bx)I) = HxHs = HI
x +

∑
ys>y
y<x

myH
I
y with my ∈ Z≥0

We obtain the following:

Corollary 4.6.1. Let x ∈ W be such that xs > x. Then if ρ > 0 in (h∗)s, i.e. ρ(α∨s ) = 0
and ρ(α∨t ) > 0 for all t 6= s, multiplication by ρ on Bx satisfies the hard Lefschetz theorem
and the Hodge-Riemann bilinear relations.

Proof. Since
(Bx)I ∼= BI

x ⊕
⊕
ys>y
y<x

(BI
y)⊕my (4.9)

hard Lefschetz for Bx follows from hL(y) for all y such that BI
y is a direct summand in

(4.9).
Let $s be a fundamental weight for s and let ρζ = ρ + ζ$s for ζ ≥ 0. Since ρζ

satisfies hard Lefschetz on Bx for all ζ ≥ 0 and Hodge-Riemann for every ζ > 0 (from the
non-singular case), and since the signature of a family of non-degenerate forms does not
change, we deduce Hodge-Riemann for ρ0 = ρ.

Hence, we obtain the results of [EW14] for a slightly larger set of classes ρ.

Remark 4.6.2. Corollary 4.6.1 has a geometric motivation. Assume that W is the Weyl
group of a complex semisimple group G. Let x ∈ W be such that xs > x for s ∈ S and
let Xx ⊆ G/B be the corresponding Schubert variety. Let Ps be the minimal parabolic
subgroup of G containing s. Then the restriction of the projection G/B → G/Ps to Xx is
semismall. It follows from [dM02, Theorem 2.3.1] that the pull-back of any ample class on
G/Ps satisfies hard Lefschetz and Hodge-Riemann on Xx.

Remark 4.6.3. Assume w ∈ W such that ws > w. Notice that ch(Bx) = Hx for all
x < ws and Corollary 4.6.1 for w imply ch(Bws) = Hws, so if one could prove the previous
Corollary by other means, one would obtain an alternative proof of Soergel’s conjecture.
In fact, let I = {s} and fix ρ > 0 in (h∗)I . Let x < w ∈ W be such that xs > x. Let
P−kρ ⊆ (Bw)−k the primitive part, i.e. P−kρ = ker(ρk+1).
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We have a symmetric form on Hom(BI
x, (Bw)I) defined by (f, g) = g∗ ◦ f ∈ End(BI

x) ∼=
R, where g∗ denotes the adjoint with respect of the intersection forms. Then, as in [EW14,
Theorem 4.1], the map

Hom(BI
x, (Bw)I)→ P−`(x)

ρ

defined by f 7→ f(1⊗x ) is injective and, if we equip P−`(x)
ρ with the Lefschetz form, it is an

isometry (up to a positive scalar). If d = dim Hom(BI
x, (Bw)I), it follows that (BI

x)d is a
direct summand of (Bw)I , hence (Bxs)

d is a direct summand of BwBs.
Notice that this proof of Soergel’s conjecture is a close translation in the language of

Soergel bimodules of the proof of the decomposition theorem for semismall maps given in
[dM02].

Example 4.6.4. Let W be the Weyl group of type A3 with simple reflections labeled
s, t, u. Let I = {s, t}, so that wI = sts. Then stu ∈ W I but a simple computation in the
Hecke algebra shows that

HstuHsts = HI
stu + HI

u + (v + v−1)HI
id.

Therefore, the singular Soergel bimodule (Bstu)I is not perverse, and no ρ ∈ (h∗)I satisfies
hard Lefschetz on Bstu.
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Chapter 5

The Néron-Severi Lie Algebra of
Soergel Modules

Let Y be a smooth complex projective variety of dimension n and ρ ∈ H2(Y,R) be the
Chern class of an ample line bundle on Y . The Hard Lefschetz Theorem states that for
any k ∈ N cupping with ρk yields an isomorphism ρk : Hn−k(Y,R) → Hn+k(Y,R). This
assures the existence of an adjoint operator fρ ∈ gl(H•(Y,R)) of degree −2 which together
with ρ generates a Lie algebra gρ isomorphic to sl2(R). In [LL97] Looijenga and Lunts
defined the Néron-Severi Lie algebra gNS(Y ) of Y to be the Lie algebra generated by all
the gρ with ρ an ample class.

In §5.1 we review the definition and properties of Lefschetz modules from [LL97], re-
stricting to the case of Hodge structure of Hodge-Tate type. In §5.2 we explain how to use
the Néron-Severi Lie algebra to prove the Carrell-Peterson criterion for rational smoothness
of Schubert varieties.

The next sections are devoted to the problem of computing the Néron-Severi Lie algebra
of Schubert varieties. In §5.3 we translate this problem: we prove that the Néron-Severi Lie
algebra is maximal, i.e. it is the Lie algebra of automorphisms of the (rescaled) intersection
form, if the cohomology ring H•(Xw,C) of a Schubert variety does not admit a tensor
decomposition. In §5.4 we introduce a graph Iw associated to an element w ∈W . We use
the graph Iw to prove a sufficient condition: if the graph Iw has no sinks then H•(Xw,C)
is tensor-indecomposable. Finally §5.5, we restricts to the case of Schubert varieties of type
A. In this case we have an explicit description of the coinvariant ring and we can exploit
it to obtain a complete classification of the Néron-Severi Lie algebras.

5.1 Lefschetz modules

In this section we recall from [LL97] the definition and the main properties of the Néron-
Severi Lie algebra.

Let M =
⊕

k∈ZM
k be a Z-graded finite dimensional R-vector space. We denote by

h : M →M the map which is multiplication by k on Mk. Let e : M →M be a linear map
of degree 2 (i.e. e(Mk) ⊆Mk+2 for any k ∈ Z). We say that e has the Lefschetz property if
for any positive integer k, ek gives an isomorphism between M−k and Mk. The Lefschetz
property implies the existence of a unique linear map f : M →M , of degree −2, such that
{e, h, f} is a sl2-triple, i.e. {e, h, f} spans a Lie subalgebra of gl(M) isomorphic to sl2(R).
We can explicitly construct f as follows: first we decompose M =

⊕
k≥0 R[e](P−ke ) where
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P−ke = Ker(ek+1|M−k), then we define, for p−k ∈ P−ke ,

f(eip−k) =

{
i(k − i+ 1)ei−1p−k if 0 < i ≤ k,
0 if i = 0.

The uniqueness of f follows from [Bou68, Lemma 11.1.1. (VIII)]:

Lemma 5.1.1. Let {e, h, f} and {e, h, f ′} be two sl2-triples. Then f = f ′.

Remark 5.1.2. From the construction of f , we also see that if e and h commute with an
endomorphism ϕ ∈ gl(M), then f also commutes with ϕ.

Lemma 5.1.3. If h and e belong to a semisimple subalgebra g of gl(M), then also f ∈ g.

Proof. Since g is semisimple, the adjoint representation of g on gl(M) induces a splitting
g ⊕ a, with [g, a] ⊆ a. If f = f ′ + f ′′ with f ′ ∈ g and f ′′ ∈ a, then {e, h, f ′} is also an
sl2-triple. The uniqueness of f implies f = f ′, thus f ∈ g.

Now let V be a finite dimensional R-vector space. We regard it as a graded abelian
Lie algebra homogeneous in degree 2 and we consider a graded Lie algebra homomorphism
e : V → gl(M) (thus the image e(V ) consists of commuting linear maps of degree 2). We
say that M is a V -Lefschetz module if there exists v ∈ V such that ev := e(v) has the
Lefschetz property. We denote by VL ⊆ V the subset of elements satisfying the Lefschetz
property. If e is injective, and we can always assume so by replacing V with e(V ), then VL
is Zariski open in V . Thus, if VL 6= ∅ there exists a regular map f : VL → gl(M) such that
{e(v), h, f(v)} is a sl2-triple.

Definition 5.1.4. Let M be a V -Lefschetz module. We define g(V,M) to be the Lie
subalgebra of gl(M) generated by e(V ) and f(VL). We call g(V,M) the Néron-Severi Lie
algebra of the V -Lefschetz module M .

The following simple Lemma is needed in §5.3.2:

Lemma 5.1.5. LetM be a V -Lefschetz module. ThenM⊕M is also a V -Lefschetz module
with respect to the diagonal action of V , and g(V,M) ∼= g(V,M ⊕M).

Proof. For any x ∈ gl(M) let x ⊕ x ∈ gl(M ⊕M) denote the endomorphism defined by
(x⊕ x)(µ, µ′) = (x(µ), x(µ′)) for all µ, µ′ ∈M .

An element e ∈ gl(M) has the Lefschetz property on M if and only if e ⊕ e has the
Lefschetz property on M ⊕M . Moreover if {e, h, f} is an sl2-triple in gl(M), then clearly
{e⊕ e, h⊕ h, f ⊕ f} is an sl2-triple in gl(M ⊕M). Therefore the algebra g(V,M ⊕M) is
generated by the elements e(v)⊕ e(v), for v ∈ V , and by f(v)⊕ f(v), for v ∈ VL. It follows
that the map x 7→ x⊕ x induces an isomorphism g(V,M) ∼= g(V,M ⊕M).

5.1.1 Polarization of Lefschetz modules

Assume thatM is evenly (resp. oddly) graded and let φ : M×M → R be a non-degenerate
symmetric (resp. antisymmetric) form such that φ(Mk,M l) = 0 unless k 6= −l.

We assume for simplicity V ⊆ gl(M). We say that V preserves φ if every v ∈ V leaves
φ infinitesimally invariant, that is:

φ(v(x), y) + φ(x, v(y)) = 0 ∀x, y ∈M.

Since the Lie algebra aut(M,φ) of endomorphisms preserving φ is semisimple, if V
preserves φ then we can apply Lemma 5.1.3 to deduce that g(V,M) ⊆ aut(M,φ).
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For any operator e : M → M of degree 2 preserving φ we define a form 〈−,−〉e on
M−k, for k ≥ 0, by 〈m,m′〉e = φ(ekm,m′). One checks easily that 〈−,−〉e is symmetric.

We say that e is a polarization if the symmetric form 〈−,−〉e is definite on the primitive
part P−ke = Ker(ek+1)|M−k . If there exists a polarization e ∈ V , then we call (M,φ) a
polarized V -Lefschetz module.

Remark 5.1.6. Each polarization e has the Lefschetz property. The injectivity of ek|M−k
follows easily from the non-degeneracy of 〈−,−〉e on P−k. From the non-degeneracy of φ
we get dimM−k = dimMk for any k ≥ 0, hence ek|M−k is also surjective.

Proposition 5.1.7. Let (M,φ) be a polarized V -Lefschetz module. Then the Lie algebra
g(V,M) is semisimple.

Proof. Since g(V,M) is generated by commutators, it is sufficient to prove it is reductive.
This will be done by proving that the natural representation onM is completely reducible.
Let N ⊆ M be a g(V,M)-submodule. It suffices to show that the restriction of φ to N is
non-degenerate, so that we can take the φ-orthogonal as a complement of N .

Let e ∈ V be a polarization and let f be such that {e, h, f} is a sl2-triple. We can
decompose N into irreducible sl2-modules with respect to this triple. We obtain N =⊕

k≥0 R[e]P−ke,N where P−ke,N = Ker(ek+1|N−k). This decomposition is φ-orthogonal since, if
k > h, we have

φ(eap−k, e
k+h

2
−ap−h) = (−1)aφ(p−k, e

k+h
2 p−h) = 0

for any p−k ∈ P−ke , p−h ∈ P−he and any integer a ≥ 0.
We consider now a single summand R[e]P−ke,N . Because the form 〈−,−〉e is definite on

P−ke,N ⊆ P−ke , it follows that φ is non-degenerate on P−ke,N + ekP−ke,N . Since e preserves φ,
the restriction of φ to eaP−ke,N + ek−aP−ke,N is also non-degenerate for any 0 ≤ a ≤ k. We
conclude since the subspaces eaP−ke,N + ek−aP−ke,N and ebP−ke,N + ek−bP−ke,N are φ-orthogonal
for a 6= b, k − b.

Remark 5.1.8. The proof of Proposition 5.1.7 actually shows that the Lie algebra gener-
ated by V and f(e), where e is a polarization, is semisimple. Therefore, by Lemma 5.1.3,
if e is any polarization in V , then V and f(e) generate g(V,M).

Corollary 5.1.9. Let (M,φ) be a polarized V -Lefschetz module. If N ⊆ M is a graded
V -submodule satisfying dimN−k = dimNk for any k ≥ 0, then there exists a complement
N ′ ⊆M such that M = N ⊕N ′ as a g(V,M)-module.

Proof. We first show that N is a g(V,M)-module. For v ∈ VL consider the primitive
decomposition of M with respect to v:

M =
⊕
k≥0

R[v]P−kv

Let P−kv,N = P−kv ∩N and Ñ =
⊕

k≥0 R[v]P−kv,N . Then Ñ is a graded vector space contained
in N with symmetric Betti numbers and such that v has the Lefschetz property on Ñ . We
claim that Ñ = N .

Assume by contradiction Ñ 6= N and let −k be the minimal degree such that Ñ−k 6=
N−k. Consider now x ∈ N−k \ Ñ−k. We have vk+1(x) ∈ Ñ because, by symmetry,
Ñk+2 = Nk+2. It follows that there exists y ∈ Ñ−k such that vk+1(x) = vk+1(y), hence
x− y ∈ P−kv,N , thus x ∈ Ñ . It follows that

N =
⊕
k≥0

R[v]P−kv,N
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Now it is clear from the description of the map f(v) given at the beginning of §5.1 that
f(v) preserves N , hence N is a g(V,M) module.

Now, as in the proof of Proposition 5.1.7 one can show that the restriction of φ to
N is non-degenerate, so the φ-orthogonal subspace N ′ is a g(V,M)-stable complement of
N .

Remark 5.1.10. Let (M,φ) be a polarized V -Lefschetz module. The complex vector space
VC := V ⊗R C acts on MC := M ⊗R C. We can therefore define similarly gNS(VC,MC) by
taking the complex Lie algebra generated by VC and f((VC)L). Clearly we have

gNS(V,M)⊗R C ⊆ gNS(VC,MC).

On the other hand gNS(V,M) ⊗ C is a semisimple complex Lie algebra, and since h and
(VC)L lie inside gNS(V,M)⊗ C, by Lemma 5.1.3 we have:

gNS(V,M)⊗R C = gNS(VC,MC).

Remark 5.1.11. The definitions given above arise naturally in the setting of complex
projective (or compact Kähler) manifolds. Let Y be a complex projective manifold of
complex dimension n and assume that Y is of Hodge-Tate type, i.e. if

H•(Y,C) =
⊕
p,q≥0

Hp,q

is the Hodge decomposition of Y then Hp,q = 0 for p 6= q. In particular, the cohomology
of Y vanishes in odd degrees.

Let M = H•(Y,R)[n] be the cohomology of Y shifted by n and let φ be the rescaled
intersection form:

φ(α, β) = (−1)
k(k−1)

2

∫
Y
α ∧ β, ∀α ∈ Hn+k(Y,R), ∀β ∈ Hn−k(Y,R).

Notice that φ is symmetric (resp. antisymmetric) if n is even (resp. n is odd).
Let ρ ∈ H2(Y,R) be the first Chern class of an ample line bundle on Y . Then the Hard

Lefschetz theorem and the Hodge-Riemann bilinear relations imply that ρ is a polarization
of (M,φ). It follows that (M,φ) is a polarized Lefschetz module over H2(Y,R).

We can also replace H2(Y,R) by the Néron-Severi group NS(Y ), i.e. the subspace of
H2(Y,R) generated by Chern classes of line bundles on Y . We define the Néron-Severi Lie
algebra of Y as gNS(Y ) = g(NS(Y ), H•(Y,R)[n]).

In [LL97] Looijenga and Lunts consider complex manifolds with an arbitrary Hodge
structure. To deal with the general case one needs to modify the definition of polarization
given here in order to make it compatible with the general form of the Hodge-Riemann
bilinear relations.

However, all the Schubert varieties, the case in which we are mostly interested, are of
Hodge-Tate type, so for simplicity we can limit ourselves to this case.

5.1.2 Lefschetz modules and weight filtrations

Let V be a finite dimensional R-vector space and (M,φ) a polarized V -Lefschetz module.
In this section we show how to each element v ∈ V we can associate a weight filtration and
to any such filtration we can associate a subalgebra of g(V,M). In many situations the
knowledge of these subalgebras turns out to be an important tool to study g(V,M).
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Lemma 5.1.12. Let e be a nilpotent operator acting on a finite dimensional vector space
M such that el 6= 0 and el+1 = 0. Then there exists a unique non-increasing filtration W ,
called the weight filtration.

{0} ⊆Wl ⊆Wl−1 ⊆ . . . ⊆W−l+1 ⊆W−l = M

such that

• e(Wk) ⊆Wk+2 for all k;

• for any 0 ≤ k ≤ l, ek : Gr−kW (M)→ GrkW (M) is an isomorphism, where GrkW (M) =
Wk/Wk+1.

Proof. See for example [CEGT14, Proposition A.2.2].

Lemma 5.1.13. Let e ∈ V (not necessarily a Lefschetz operator). Then there exists a
sl2-triple {e, h′, f ′} contained in g(V,M) such that h′ is of degree 0.

Proof. This is [LL97, Lemma 5.2].

Let {e, h′, f ′} be as is Lemma 5.1.13 and W• be the weight filtration of e. Since h′ is
semisimple and part of a sl2-triple, we have a decomposition in eigenspaces

M =
⊕
n∈Z

(M ′)n where (M ′)n = {x ∈M | h′ · x = nx}.

We can define W̃k =
⊕

n≥k(M
′)n. It is easy to check that W̃• satisfies the defining condition

of the weight filtration of e. In particular, W• = W̃• and h′ splits the weight filtration of
e, i.e. Wk = Wk+1 ⊕ (M ′)k for all k.

Let h′′ = h− h′. Then (h′, h′′) is a commuting pair of semisimple elements in g(V,M)
and it defines a bigrading

Mp,q = {m ∈M | h′ ·m = pm and h′′ ·m = qm}

on M such that Mn =
⊕

p+q=nM
p,q. Furthermore h′ and h′′ also act via the adjoint

representation on g(V,M) defining a bigrading g(V,M)p,q. We have

x ∈ g(V,M)p,q if and only if x(Mp′,q′) ⊆Mp+p′,q+q′ for all p′, q′ ∈ Z.

For x ∈ g(V,M) we denote by xp,q its component in g(V,M)p,q.
Let Ṽ be a subspace of V containing e and such that, for any x ∈ Ṽ , we have x(Wk) ⊆

Wk+2 for all k. Consider the graded vector space

GrW M =
⊕
k∈Z

GrkW M

where GrkW M sits in degree k. Then GrW M is a Ṽ -Lefschetz module, so we can define
the Lie algebra g(Ṽ ,GrW M).

Let x ∈ Ṽ . Since x(Wk) ⊆ Wk+2, then x((M ′)k) ⊆
⊕

n≥k+2(M ′)n. This implies that
x ∈ g(V,M)≥2,•, i.e. x = x2,0 + x4,−2 + x6,−4 + . . .. In particular, if x, y ∈ Ṽ , we have
[x, y] = 0 and so [x2,0, y2,0] = [x, y]4,0 = 0.

Let Ṽ 2,0 ⊆ g(V,M) be the span of the degree (2, 0) components of elements of Ṽ . The
subspace Ṽ 2,0 is an abelian subalgebra of g(V,M). However, notice that in general Ṽ 2,0 is
not a subspace of V . We denote by M ′ the vector space M with the grading defined by
h′. Then M ′ is a Ṽ 2,0-Lefschetz module (in fact e = e2,0 is a Lefschetz operator on M ′),
so we can define the algebra g(Ṽ 2,0,M ′).
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Proposition 5.1.14. In the setting as above, there exists an isomorphism of Lie algebras
g(Ṽ ,GrW M) ∼= g(Ṽ 2,0,M ′). In particular, g(V,M) contains a subalgebra isomorphic to
g(Ṽ ,GrW M).

Proof. Let πk : Wk → (M ′)k be the projection. Then
⊕

k πk : GrW M → M ′ is an
isomorphism of graded vector spaces.

Moreover, the isomorphism
⊕

k πk is compatible with the map Ṽ → Ṽ 2,0 given by
x 7→ x2,0, i.e. for any x ∈ Ṽ and any k ∈ Z the following diagram commutes:

Wk+2/Wk+3 (M ′)k+2

Wk/Wk+1 (M ′)k

πk+2

πk

x x2,0

Hence, it follows that g(Ṽ ,GrW M) ∼= g(Ṽ 2,0,M ′).
The last statement follows from Lemma 5.1.3, in fact both Ṽ 2,0 and h′ are contained

in g(V,M), whence g(Ṽ 2,0,M ′) ⊆ g(V,M).

5.2 The Carrell-Peterson criterion for rational smoothness

Assume h is a realization of Type I or II of a Coxeter group W . A remarkable property
of (singular) Soergel modules is that they posses a Hodge theory even when they do not
arise from a geometric setting. It follows from Theorem 4.2.3 that if BI ∈ SBimI is
indecomposable (or more generally, perverse) we can define the Néron-Severi Lie algebra
of the singular Soergel module BI as gNS((h∗R)I , BI).

Let now BI be indecomposable and 〈−,−〉BI be the intersection form on BI . For any
k ≥ 0 let

φ(b, b′) = (−1)
k(k−1)

2 〈b, b′〉
BI

for any f ∈ (BI)k, g ∈ (BI)−k.

From Theorem 4.2.4 we see that BI is polarized as a (h∗R)I -Lefschetz module with
respect to φ, hence by Proposition 5.1.7 the Lie algebra gNS((h∗R)I , BI) is semisimple.

In what follows we will only consider non-singular Soergel modules. For w ∈ W we
define

gNS(w) := g(h∗R, Bw).

Assume first that W is finite. Recall from Theorem 3.4.12 and Remark 3.4.15 that the
modules Bw are indecomposable as R-modules. We can now easily apply Corollary 5.1.9
to the polarized h∗R-Lefschetz module Bw.

Corollary 5.2.1. Let W be a finite Coxeter group, Let N be a non-zero R-submodule of
Bw such that dimN−k = dimNk for any k ∈ Z. Then N ∼= Bw.

For a general Coxeter group W we have slightly weaker version of Corollary 5.2.1.
Recall the definition of the ring Z from (3.7).

Lemma 5.2.2. Let W be an arbitrary Coxeter group. Let N be a non-zero Z-submodule
of Bw such that dimN−k = dimNk for any k ∈ Z. Then N = Bw.
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Proof. Fix an embedding Bx
⊕
⊆ BS(x) and let the intersection form 〈−,−〉Bx of Bx be the

restriction of the intersection form of BS(x). Because BS(x) is a commutative Z-algebra,
we have:

〈z · b, b′〉Bx = Tr((z · b) · b′) = Tr(b · (z · b′)) = 〈b, z · b′〉Bx .

Hence

φ(z · b, b′) = (−1)qφ(b, z · b′) where q =
1

2
deg(z)(2 deg(b) + deg(z)− 1). (5.1)

Because of Corollary 5.1.9 we can find an orthogonal N ′ of N with respect to φ. It
follows from (5.1) that also the complement N ′ is a Z-submodule of Bw.

If w ∈ W and s ∈ S such that ws > w, then BwBs = Bws ⊕
⊕
z<ws

(Bz)
⊕mz for some

mz ∈ Z≥0. In particular, BwBs is a polarized h∗R-Lefschetz module.

Corollary 5.2.3. Let N be a Z-submodule of BwBs such that dimN−k = dimNk for any
k ∈ Z. Then N is a direct summand of BwBs. In particular, if N is indecomposable and
N−`(ws) 6= 0, then N ∼= Bws.

Recall from (3.5) that we have

grrk H̃w =
∑
x≤w

v2`(x)−`(w). (5.2)

The following result is originally due to Carrell-Peterson [Car94]:

Corollary 5.2.4. For any w ∈W the following are equivalent:

i) H̃w = Bw;

ii) Hw = Bw;

iii) #{v ∈ W | v ≤ w and `(v) = k} = #{v ∈ W | v ≤ w and `(v) = `(w) − k} for any
k ∈ Z;

iv) All the Kazhdan-Lusztig polynomials hx,w are trivial, i.e. hx,w(v) = v`(w)−`(x).

Proof. Since both H̃w and Bw are graded free left right module i) and ii) are equivalent.
The cohomology submodule Hw is a Z-submodule of the indecomposable Z-module

Bw and
dimHw

k
= #{v ∈W | v ≤ w and 2`(v) = `(w) + k}.

If dimHw
k

= dimHw
−k for any 0 ≤ k ≤ `(w), from Corollary 5.2.1 we get that Hw

and Bw must coincide, thus iii) implies ii). Vice versa, ii) implies iii) because Bw satisfies
dimBw

−k
= dimBw

k for any k ∈ Z.
We have dimBw =

∑
x≤w hx,w(1). Since KL polynomials have positive coefficients,

because of (5.2) it follows that ii) is equivalent to iv).

Remark 5.2.5. Let G be a simply-connected complex semisimple algebraic group, X its
flag variety and W its Weyl group. Recall the notation from §2.1.1.

The cohomology H•(X,R) of the flag variety is generated by the algebraic classes Px,
thus in particular in the Hodge decomposition of X only terms of type (p, p) appear.

72



We have seen that the map X∗(T ) ⊗Z R → H2(X,R) is an isomorphism, so we have
NS(X) = H2(X) = h∗R = R2 (in fact (RW+ )2 = 0).

Let w ∈W and let IHw := IH•(Xw,R) be the intersection cohomology of the Schubert

variety Xw = B · wB i
↪→ X. Assume that h is a realization of type II, so that we have

IHw = Bw and H•(Xw,R)[`(w)] = Hw. Therefore

gNS(Xw) = g(h∗, IHw) = g(w).

If one of the equivalent condition of Corollary 5.2.4 holds for w, then the intersection
cohomology sheaf IC(Xw,R) is constant, that is IC(Xw,R) ∼= R[`(w)]. In this case the
variety Xw is said rationally smooth.

5.3 The Néron-Severi Lie algebra of Schubert varieties

In [LL97] Looijenga and Lunts determined the Néron-Severi Lie algebra gNS(X) of a flag
variety X = G/B of every simple group G: it is the complete algebra of automorphisms
of the rescaled intersection form φ, i.e. it is a symplectic (resp. orthogonal) algebra if the
complex dimension of X is odd (resp. even).

Here we want to extend their results and determine the Lie algebra gNS(w) := gNS(Xw)
for an arbitrary w ∈ W . We restrict to the case of W finite Weyl group. We describe a
criterion on the element w for the Lie algebra gNS(w) to be “as large as possible”. This
criterion holds for the majority of the elements w.

5.3.1 Basic properties of the Schubert basis

Let {Pv}v∈W be the Schubert basis of H•(X,R) introduced in Section 2.1.1. The R-module
structure of H•(X,R) can be described in the basis {Pv}v∈W by the Chevalley formula
(3.6) (or [BGG73, Theorem 3.14]). For any λ ∈ h∗R we have:

Pw · λ =
∑
w

t−→
R
v

∂t(λ)Pv (5.3)

where the notation w t−→
R
v means `(v) = `(w) + 1, v = wt and t ∈ T .

In particular, if s ∈ S then Ps ∈ H2(X,R) = h∗R can be identified with the fundamental
weight corresponding to αs, i.e. we have ∂t(Ps) = δs,t for any s, t ∈ S. The following
Lemma is an easy application of the Chevalley formula (5.3):

Lemma 5.3.1. In H•(X,R) we have, for any s, t ∈ S:

i) P 2
s = −

∑
u∈S\{s}

∂u(αs)Pus;

ii) PsPt = Pst if ∂t(αs) = 0;

iii) PsPt = Pst + Pts if ∂t(αs) 6= 0 (or equivalently ∂s(αt) 6= 0) and s 6= t.

Proof. We show i). If r ∈ T is a reflection such that s r−→
R
sr, then `(sr) = 2, thus `(r) = 1

and sr > r or `(r) = 3 and sr < r. But if `(r) = 1 then ∂r(Ps) = 0, so we can assume
`(r) = 3. If `(r) = 3 and sr < r then r = sus with u ∈ S [Spr82a, Proposition 1]. Now
∂r(Ps) = −∂u(Ps).

The proof of ii) and iii) is similar.
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We state here for later reference a preliminary lemma:

Lemma 5.3.2. If the root system Φ is irreducible (i.e. if the Dynkin diagram of G is
connected) then (RW+ )4 ∼= R and it is spanned by

X =
∑
s,t∈S

cstPsPt with cst =
(αs, αt)

(αs, αs)(αt, αt)
,

where (−,−) is the killing form on h∗R.

Proof. A W -invariant element in h∗R⊗h∗R corresponds to a W -equivariant morphism hR →
h∗R. Since hR and h∗R are irreducible as W -modules, such a morphism is unique up to a
scalar. The Killing form (−,−) is W -invariant, hence η 7→ (η,−) is the W -equivariant
isomorphism h∗R → hR. The element in h∗R ⊗ h∗R the corresponds to the map (Ps,−) 7→ Ps
is

2X :=
∑
s

Ps ⊗
2

(αs, αs)
αs =

∑
s,t

2∂t(αs)

(αs, αs)
Ps ⊗ Pt.

Notice that for any s, t ∈ S we have

∂t(αs)

(αs, αs)
=

(αs, αt)

(αs, αs)(αt, αt)
=

∂s(αt)

(αt, αt)
,

hence X ∈ Sym2(h∗R)W ⊆ (h∗R ⊗ h∗R)W .

Remark 5.3.3. The element X is basically (up to a scalar) just the Killing form written
in the basis {PsPt}s,t∈S of Sym2(h∗R). Assume now we have a proper decomposition h∗R =
h∗1 ⊕ h∗2. This induces a decomposition

Sym2(h∗R) = Sym2(h∗1)⊕ (h∗1 ⊗ h∗2)⊕ Sym2(h∗2).

Since the Killing form is non-degenerate on h∗R we deduce that X is not contained in
Sym2(h∗1), otherwise the restriction of X to (h∗1)⊥ would be 0.

For a simple reflection u ∈ S let Pu := P{u} be the minimal parabolic subgroup of
G containing u. For any element w ∈ W such that wu < w we can choose a reduced
expression w = st . . . u. The projection π : G/B → G/Pu is a P1-fibration which restricts
to a P1-fibration on Xw since BwB ·Pu = BwB. The image π(Xw) = Xu

w is the parabolic
Schubert variety of the element w in G/Pu. Let IHu

w := IH•(Xu
w,R). Then IHu

w is a
polarized Lefschetz module over (h∗R)u ∼= NS(G/Pu), so we can define the Lie algebra
gNS(Xu

w) := g((h∗R)u, IHu
w).

5.3.2 A distinguished subalgebra of gNS(w)

Let id 6= w ∈W and u be a simple reflection such that wu < w. Let π : G/B → G/Pu be
the projection as above. We denote by ICw := IC(Xw,R) (resp. ICuw := IC(Xu

w,R)) the
intersection cohomology sheaf of the variety Xw (resp. Xu

w). Then Rπ∗(ICw) ∼= ICuw[1]⊕
ICuw[−1] (not canonically) by the Decomposition Theorem (the use of the Decomposition
Theorem here can be avoided using an argument of Soergel [Soe00, Lemma 3.3.2]). In
particular, as graded vector spaces, we have IHw

∼= IHu
w ⊗H•(P1(C),R)[1].

Lemma 5.3.4. Let u ∈ S be such that wu < w. Then the Lie algebra gNS(w) contains a
Lie subalgebra isomorphic to gNS(Xu

w).
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Proof. Let η ∈ H2(Xu
w) be the Chern class of an ample line bundle on Xu

w. We can apply
Lemma 5.1.13 to find a sl2-triple {π∗η, h′, f ′} inside gNS(w) such that h′ is of degree 0,
i.e. h′(IHk

w) ⊆ IHk
w for all k.

Any choice of a decomposition Rπ∗(ICw) ∼= ICuw[1] ⊕ ICuw[−1] induces a splitting
IHw = IHu

w[1] ⊕ IHu
w[−1] of Ru-modules. One can easily check that weight filtration of

the nilpotent element π∗η is Wk = (IHu
w[1])k−1⊕

⊕
n≥k IH

n
w. Therefore for any x ∈ (h∗R)u

we have x(Wk) ⊆Wk+2.
We can now apply Proposition 5.1.14, with Ṽ = (h∗R)u, in order to obtain

g((h∗R)u,GrW (IHw)) ∼= g(((h∗R)u)2,0, IH ′w),

where IH ′w denotes the vector space IHw with the grading determined by h′. In particular,
g((h∗R)u,GrW (IHw)) is a subalgebra of gNS(w).

It is easy to see that GrW (IHw) ∼= IHu
w ⊕ IHu

w as graded vector spaces, and the
isomorphism is compatible with the action of Ru. We conclude using Lemma 5.1.5 that
g((h∗R)u,GrW (IHw)) ∼= gNS(Xu

w).

Example 5.3.5. Let G = SL4(C) so that W = S4 is the symmetric group on 4 elements,
with simple reflections labeled s1, s2, s3. Let w = s2s1s3s2 and u = s2. Let η be an ample
Chern class on Xu

w. Then we can draw the action of π∗η on a basis of IHw and the weight
filtration W• as follows

*

* * *

* *

*

*

*

* * *

* * *

*

W3

W1

W−1

W−3

deg

4

2

0

−2

−4

IHu
w[1]

We fix η and h′ as in Lemma 5.3.4 and let h′′ = h − h′. Then, as in Section 5.1.2, h′

and h′′ define a bigrading on IHw and on gNS(w).
Notice that the only eigenvalues of h′′ on IHw are 1 and −1. It follows that gNS(w)

decomposes as gNS(w) = gNS(w)•,−2⊕ gNS(w)•,0⊕ gNS(w)•,2. In particular, any element
ρ of h∗R can be decomposed as ρ = ρ4,−2 + ρ2,0 + ρ0,2. Moreover, for η̃ ∈ (h∗R)u we have
η̃(Wk) ⊆Wk+2, hence η̃ ∈ gNS(w)≥2,• and η̃ = η̃4,−2 + η̃2,0.

We can now restate and reprove [LL97, Proposition 5.6] in our setting:

Theorem 5.3.6. If wu < w the Néron-Severi Lie algebra gNS(w) contains a Lie subalgebra
isomorphic to gNS(Xu

w)× sl2.

Proof. Let ρ be the Chern class of an ample line bundle on Xw. Then by the Relative Hard
Lefschetz Theorem [BBD82, Theorem 5.4.10] cupping with ρ induces an isomorphism of
Ru-modules:

IHu
w[1] ∼= pH−1(Rπ∗ICw)

ρ−→ pH1(Rπ∗ICw) ∼= IHu
w[−1].
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This means that the (0, 2)-component ρ0,2 ∈ gNS(w)0,2 of ρ (thus we have [h′, ρ0,2] = 0
and [h′′, ρ0,2] = 2ρ0,2) has the Lefschetz property with respect to the grading given by h′′.
In particular, because of Lemma 5.1.3, we can complete it to an sl2-triple {ρ0,2, h

′′, f ′′ρ } ⊆
gNS(w). The span of {ρ0,2, h

′′, f ′′ρ } is a subalgebra of gNS(w)0,•. In fact, since both ρ0,2

and h′′ commute with h′ so does f ′′ρ (see Remark 5.1.2).
Recall from Lemma 5.3.4 that the algebra gNS(Xu

w) is isomorphic to g(((h∗R)u)2,0, IH ′w),
which in turn is a subalgebra of gNS(w). It remains to show that the two subalgebras
g(((h∗R)u)2,0, IH ′w) and span{ρ0,2, h

′′, f ′′ρ } ∼= sl2(R) intersect trivially and mutually com-
mute.

Since ρ commutes with η̃ for any η̃ ∈ (h∗R)u, then also ρ0,2 commutes with η̃2,0: in
fact since ρ = ρ4,−2 + ρ2,0 + ρ0,2 and η̃ = η̃4,−2 + η̃2,0, we have [ρ0,2, η̃2,0] = [ρ, η̃]2,2 = 0.
Because ((h∗R)u)2,0 and h′ commute with ρ0,2, so does g(((h∗R)u)2,0, IH ′w). Because ρ0,2 and
h′′ commute with g(((h∗R)u)2,0, IH ′w), so does f ′′ρ . We obtain a morphism of Lie algebras

J : gNS(Xu
w)× sl2(R) ∼= g(((h∗R)u)2,0, IH ′w)× span{ρ0,2, h

′′, f ′′ρ } → gNS(w)

given by the multiplication. The kernel of J is gNS(Xu
w)∩ sl2(R) and it is contained in the

center of sl2(R), which is trivial. The thesis now follows.

5.3.3 Irreducibility of the subalgebra and consequences

The goal of the first part of this section is to show the following:

Proposition 5.3.7. IHu
w is irreducible as a gNS(Xu

w)-module.

We begin with a preparatory lemma:

Lemma 5.3.8. The cohomology H•(G/Pu,R) is generated as an algebra by the first Chern
classes, i.e. by H2(G/Pu,R).

Proof. We can identify H•(G/Pu,R) with Ru/(RW+ ). The subalgebra Ru is generated by
Ps, with s ∈ S \ {u}, and α2

u. It is enough to show that Sym2((h∗R)u) → H4(G/Pu,R) is
surjective, because all the generators of H•(G/Pu,R) lie in degrees ≤ 4.

The set {Ps}s∈S\{u} forms a basis of H2(G/Pu,R) = NS(G/Pu) = (h∗R)u. We have

dim(R4)u = dim Sym2((h∗R)u) + 1.

Recall from Lemma 5.3.2 that (RW+ )4 = RX , hence

dimH4(G/Pu,R) = dim(R4)u/(RX ) = dim Sym2((h∗R)u).

So it suffices to show that Sym2((h∗R)u)→ H4(G/Pu,R) is injective, or in other words that

Ker(Sym2((h∗R)u)→ H4(G/Pu,R)) = RX ∩ Sym2((h∗R)u) = 0.

But since the Killing form is non-degenerate and (h∗R)u is a proper subspace of h∗R, we
have X 6∈ Sym2((h∗R)u) (as explained in Remark 5.3.3).

Proof of Proposition 5.3.7. Since gNS(Xu
w) is semisimple, it is enough to show that IHu

w

is an indecomposable gNS(Xu
w)-module. In particular, it is enough to show that it is inde-

composable as a (h∗R)u-module (here regarded as an abelian Lie subalgebra of gNS(Xu
w)).

The Erweiterungssatz (in the version proved by Ginzburg [Gin91]) states that taking
the hypercohomology (as a module over the cohomology of the partial flag variety) is a
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fully faithful functor on IC complexes of Schubert varieties. In particular, for any w ∈W ,
we have:

EndH•(G/Pu,R)-Mod(IHu
w) ∼= EndDb(G/Pu)(IC(Xu

w,R)).

This implies, since IC(Xu
w,R) is a simple perverse sheaf on G/Pu, that IHu

w is an inde-
composable H•(G/Pu,R)-module. Now Lemma 5.3.8 completes the proof.

Remark 5.3.9. Proposition 5.3.7 is not true for a general parabolic flag variety. Let
G = SL4(C) so that W = S4 is the symmetric group on 4 elements, with simple reflections
labeled s, t, u. Then SL4(C)/P{s,u} is isomorphic to Gr(2, 4), the Grassmannian of 2-
dimensional subspaces in C4. Since dimH2(Gr(2, 4),R) = 1 we have gNS(Gr(2, 4)) ∼=
sl2(R), but dimH4(Gr(2, 4),R) = 2 so it cannot be irreducible as a gNS(Gr(2, 4))-module.
In fact, H•(Gr(2, 4),R) is not generated by H2(Gr(2, 4),R).

Proposition 5.3.10. If gCNS(w) := gNS(w)⊗ C is a simple complex Lie algebra, then we
have gNS(w) ∼= aut(IHw, φ).

In particular, this implies that the complexification gCNS(w) is isomorphic to spd(C) if
`(w) is odd, and is isomorphic to sod(C) if `(w) is even, with d = dim IHw.

Proof. Proposition 5.3.7 shows that the Lie algebra gNS(Xu
w)× sl2(R) acts irreducibly on

IHw
∼= IHu

w ⊗R H
•(P1(C),R)[1].

This obviously remains true when one considers, after complexification, the action of
gCNS(Xu

w)× sl2(C) on IH•(Xw,C).
In [Dyn52, Theorem 2.3], Dynkin classified all the pairs g ⊆ g′ (⊆ gl(V )) of complex

Lie algebras such that g acts irreducibly on a finite dimensional complex vector space V
and g′ is simple. From this classification we see that if g = g̃× sl2(C) and sl2(C) acts with
highest weight 1 then g′ is one of slN , soN and spN .

We apply now this result to the pair gCNS(Xu
w) × sl2(C) ⊆ gCNS(w). Clearly we can-

not have gCNS(w) ∼= sl(IH•(Xw,C)) since gNS(w) ⊆ aut(IH•(Xw,C), φ). This implies
gCNS(w) = aut(IH•(Xw,C), φ), hence gNS(w) ∼= aut(IHw, φ).

Remark 5.3.11. We now discuss which real forms of the symplectic and orthogonal groups
occur as aut(IHw, φ). If `(w) is odd there is, up to isomorphism, only one symplectic form
on IHw, hence aut(IHw, φ) ∼= spdim(IHw)(R).

If `(w) is even we can determine the signature of the symmetric form φ on IHw. If
k > 0 then φ is a non-degenerate pairing between IHk

w and IH−kw , hence the signature
of φ|IHk

w⊕IH
−k
w

is (dim IHk
w,dim IHk

w). The signature of φ on IH0
w is determined by the

Hodge-Riemann bilinear relations: the dimension of the positive part of φ|IH0
w
is given by

bl(w)/4c∑
i=0

dimP−`(w)+4i =

bl(w)/4c∑
i=0

(
dim IH`(w)−4i

w − dim IH`(w)−4i+2
w

)
.

5.4 Tensor decomposition of intersection cohomology

We now want to understand for which w ∈ W the Lie algebra gCNS(w) is not simple. The
complex Lie algebra gCNS(w) acts naturally on IH•(Xw,C). Recall from Remark 5.1.10
that

gCNS(w) ∼= g(h∗, IH•(Xw,C)).
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To simplify the notation from now on we will use IHw to denote IH•(Xw,C) and Hw

to denote H•(Xw,C)1. They are both modules over R = SymC(h∗).
For any w ∈ W we have Hw[`(w)] ⊆ IHw (see Remark 3.2.1). In particular, H2

w acts
faithfully on IHw and we can regard H2

w as a subspace of gNS(w). We recall the following
lemma from [LL97, Lemma 1.2]:

Lemma 5.4.1. Assume there exists a non-trivial decomposition gCNS(w) = g1 × g2 and
consider πi : gCNS(w) → gi the projections. Then the decomposition is graded and it also
induces a decomposition into graded vector spaces IHw = IH•,0w ⊗C IH

0,•
w where IH•,0w

(resp. IH0,•
w ) is an irreducible π1(H2

w)-Lefschetz module (resp. π2(H2
w)-Lefschetz module)

with g1 = g(π1(H2
w), IH•,0w ) and g2 = g(π2(H2

w), IH0,•
w ).

For the rest of this chapter we assume that we have a splitting of Lie algebras gCNS(w) =
g1 × g2 and we denote by π1 : gCNS(w) → g1 and π2 : gCNS(w) → g2 the projections. Let
IHw = IH•,0w ⊗C IH

0,•
w be the induced decomposition.

There exist integers a, b ≥ 0 such that IH•,0w (resp. IH0,•
w ) are not trivial only in

degrees between −a and a (resp. between −b and b) with a, b ≥ 0 and a + b = `(w).
Moreover both IH−a,0w and IH0,−b

w are one-dimensional. We define a bigrading on IHw by
IH i,j

w := IH i,0
w ⊗ IH0,j

w .

5.4.1 Splitting of H2
w

We can assume from now on H2
w = H2(G/B,C). In fact, we can replace G by its Levi

subgroup corresponding to the smallest parabolic subgroup of G containing w. This does
not change the Schubert variety Xw, the cohomology Hw and the Lie algebra gNS(w). In
particular, we have R = Sym(H2

w).
In general Hw[`(w)] 6= IHw, so it is not clear a priori that a tensor decomposition for

IHw descends to one for Hw. Still, this holds in our setting:

Proposition 5.4.2. Assume we have a decomposition gCNS(w) = g1 × g2. Then H2
w =

π1(H2
w)⊕ π2(H2

w).

Proof. It is enough to show that dimH2
w ≥ dimπ1(H2

w) + dimπ2(H2
w). We define

T := Sym(π1(H2
w))⊗ Sym(π2(H2

w)) ∼= Sym(π1(H2
w)⊕ π2(H2

w)).

We can define a T -module structure on IHw via (x⊗y)(a) = x(a)⊗y(a) for any x ∈ π1(H2
w),

y ∈ π2(H2
w) and a ∈ IHw.

We have a bigrading T p,q := Symp(π1(H2
w))⊗Symq(π2(H2

w)) on T compatible with the
bigrading of IHw, i.e. T p,q(IH

i,j
w ) ⊆ IHp+i,q+j

w .
The subspace T 2,0 ∼= π1(H2

w) ⊆ g1 acts faithfully on IH•,0w , while T 0,2 ∼= π2(H2
w) ⊆ g2

acts faithfully on IH0,•
w . Hence T 2,2 ⊆ g1 ⊗ g2 ⊆ gl(IH•,0w ) ⊗ gl(IH0,•

w ) = gl(IHw) acts
faithfully on IHw, i.e. if t ∈ T 2,2 acts as 0 on IHw, then t = 0.

Let Ψ : R ↪→ T the inclusion induced by Ψ(x) = π1(x) + π2(x) for any x ∈ h∗. We
observe that the T -module structure on IHw extends the R-module structure via Ψ.

We can decompose Ps = Ls +Rs where Ls = π1(Ps) ∈ g1 and Rs = π2(Ps) ∈ g2 for all
s ∈ S. Now we consider the element X ∈ (R4)W defined in Lemma 5.3.2. The R-module
structure on IHw factorizes through H•(X,C) = R/(RW+ ), therefore Ψ(X ) ∈ T acts as 0
on IHw. In particular, also the component Ψ(X )2,2 ∈ T 2,2 acts as 0 on IHw. Since the

1The notation here may lead to some confusion: the cohomology Hw is a graded algebra and it is non
zero only in non-negative degrees. If Hw = R⊗R H̃w we have Hw = Hw[−`(w)].
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action is faithful on T 2,2 we obtain Ψ(X )2,2 =
∑

s,t∈S cst(Ls ⊗ Rt + Lt ⊗ Rs) = 0 ∈ T 2,2.
Since cst is symmetric we can rewrite it as follows:∑

s,t∈S
Ls ⊗ cstRt = 0 ∈ π1(H2

w)⊗ π2(H2
w) ⊆ g1 ⊗ g2.

Let SL ⊆ S be such that {Ls}s∈SL is a basis of π1(H2
w). We can write Lu =∑

s∈SL xsuLs with xsu ∈ R for any u ∈ S \ SL. We get

∑
s∈SL
t∈S

Ls ⊗

cst +
∑

u∈S\SL

xsucut

Rt = 0 =⇒
∑
t∈S

cst +
∑

u∈S\SL

xsucut

Rt = 0

for any s ∈ SL. Since (cst)s,t∈S is a non-degenerate matrix, it follows that we have
#(SL) linearly independent equations vanishing on (Rs)s∈S , hence dimπ2(H2

w) ≤ dimH2
w−

#(SL) = dimH2
w − dimπ1(H2

w).

In the setting of the previous Proposition, it also follows that Ψ : R → T is an iso-
morphism, so we have a bigrading on R compatible with the bigrading on IHw. Hence
Hw[`(w)] is also bigraded as a subspace of IHw, since it is the image of the map of bigraded
vector spaces map R[`(w)]→ IHw defined by x 7→ x ·1⊗w , where 1⊗w is any non-zero element
in the one dimensional space IH−`(w)

w .
So we can write

H•,•w = H•,0w ⊗H0,•
w .

We call this a tensor decomposition of Hw. It is non trivial if both H•,0w and H0,•
w are not

one dimensional. Note that also the kernel of R[`(w)]→ IHw is bigraded.

Corollary 5.4.3. If gCNS(w) is not simple, i.e. it admits a non trivial decomposition
gNS(w) = g1 × g2, then Hw admits a non-trivial decomposition H•,•w = H•,0w ⊗ H0,•

w as
graded algebra.

Conversely, if Hw does not admit any non-trivial tensor decomposition then gNS(w) ∼=
aut(IHw, φ).

Proof. The last statement follows from Proposition 5.3.10.

In the next sections we provide a sufficient condition for the Lie algebra gNS(w) to be
maximal. However, there is a case where the proof is considerably easier and we provide
it here for convenience and to motivate the reader.

Recall that for any w ∈W , the set {Pst}st≤w is a basis of H4
w. In particular, if st ≤ w

for any s, t ∈ S, we have H4
w
∼= H4(G/B,C). In this case from Lemma 5.3.2 we have also

Ker(R4 → H4
w) = (RW+ )4 = RX .

Corollary 5.4.4. Assume that the root system of G is irreducible and suppose that when-
ever si, sj ≤ w then sisj ≤ w. Then gNS(w) ∼= aut(IHw, φ).

Proof. We assume for contradiction that we have a non-trivial tensor decomposition of
Hw, so H4

w splits as H4,0
w ⊕H2,2

w ⊕H0,4
w . This implies that also K := Ker(R4 → H4

w) splits
as K = K4,0⊕K2,2⊕K0,4 where Ki,j = Ker(Ri,j → H i,j

w ). But K is one dimensional and
generated by X , thus X belongs to either R4,0, R2,2 or R0,4, which is impossible since X
is non-degenerate (see Remark 5.3.3).

Now we apply Corollary 5.4.3 to deduce that gNS(w) ∼= aut(IHw, φ).
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5.4.2 A directed graph associated to an element

For w ∈ W we construct an oriented graph Iw as follows: the vertices are indexed by the
set of simple reflections S and we put an arrow s→ t if ts ≤ w and ts 6= st (i.e. if ts ≤ w
and s and t are connected in the Dynkin diagram).

Recall that we assumed, by shrinking to a Levi subgroup, that s ≤ w for any s ∈ S. It
follows that for any pair s, t ∈ S we have either st ≤ w, ts ≤ w or both. Hence the graph
Iw is just the Dynkin diagram where each edge s − t is replaced by the arrow s ← t, by
the arrow s→ t, or by both s� t. In particular, if the Dynkin diagram is connected, then
also Iw is connected. In this case we say that w is connected.

Remark 5.4.5. Since the Dynkin diagram has no loops, then also Iw has no non-oriented
loops (we only consider loops in which for any pair s, t ∈ S at most one of the arrows s→ t
and t→ s occurs).

Definition 5.4.6. We call a subset C ⊆ S closed if any arrow in Iw starting in C ends in
C. Union and intersection of closed subsets are still closed. We call a closed singleton in
S a sink.

Example 5.4.7. Let W be the Coxeter group of D5. We label the simple reflections as
follows:

s3s2

s4

s5

s1

Consider the element w = s1s2s5s3s4s2s1. Then the graph Iw associated to w is:

s3s2

s4

s5

s1

Here the coloured lines describe all the non-empty closed subsets of Iw.

As we show in Lemma 5.4.9, the graph Iw determines H4
w as a quotient of Sym2(H2

w),
and we can make use of it to provide obstructions for the algebra gNS(w) to admit a
non-trivial decomposition, that is to find sufficient conditions for the algebra gNS(w) to
be simple. Namely, we prove in Theorem 5.4.15 that, if Iw is connected and has no sinks,
then gNS(w) is maximal.

5.4.3 Reduction to the connected case

If w is not connected, we can write w = w1w2, with `(w) = `(w1) + `(w2) such that
s1s2 = s2s1 for any s1 ≤ w1, s2 ≤ w2.

Proposition 5.4.8. If w = w1w2 as above, then we have decompositions IHw
∼= IHw1 ⊗C

IHw2 and gNS(w) ∼= gNS(w1)× gNS(w2).

Proof. In this case Xw
∼= Xw1 × Xw2 , so IHw = IHw1 ⊗ IHw2 . Moreover H2

w = H2
w1
⊕

H2
w2

where Hw1 acts on the factor IHw1 while Hw2 acts on IHw2 . Since the Lie algebra
gNS(w1)×gNS(w2) is semisimple and both h and H2

w are contained in gNS(w1)×gNS(w2),
from Lemma 5.1.3 we have gNS(w) = gNS(w1)× gNS(w2).
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5.4.4 The connected case

In view of Proposition 5.4.8 we can restrict ourselves to the case of a connected w.

Lemma 5.4.9. Let w be connected and let K = Ker(Sym2(H2
w)→ H4

w). Then the elements
XC :=

∑
s,t∈C cstPsPt, with C closed, generate K.

Proof. We know that dimK = #{(s, t) ∈ S2 | st 6≤ w} + 1 because Sym2(H2
w) → H4

w is
surjective. Since w is connected, if st 6≤ w then s and t are connected by an edge in the
Dynkin diagram and ts ≤ w.

Let (a, b) be any pair of elements of S such that ba ≤ w and ab 6≤ w, i.e. such that
in Iw there is an arrow a → b but not an arrow b → a. We can define a proper closed
subset Cab by taking the connected component of b in Iw after erasing the arrow a → b.
Since there are no loops in Iw we have a 6∈ Cab. It is easy to see that XCab together with
X = XS are linearly independent in Sym2(H2

w): in fact when we write them in the basis
{PsPt}s,t∈S we have XCab ∈ cbbP 2

b +Rab, where

Rab = span〈PsPt | (s, t) 6= (a, a), (b, b)〉,

while all the other XCa′b′ are either in Rab or in caaP 2
a + cbbP

2
b +Rab. Therefore when we

quotient to Sym2(H2
w)/Rab, the term XCab is the only one which is not proportional to the

image of caaP 2
a + cbbP

2
b .

By the formula for the dimension of K given above, it remains to show that all the
XC , for C closed, lie in K. Let y denote the projection of an element y ∈ Sym2(H2

w) to
H4(G/B,C). Let C be a closed subset and let

E := {a(i)
i→ b(i) | a(i) 6∈ C and b(i) ∈ C}

be the set of arrows starting outside C and ending in C. Applying Lemma 5.3.1, on one
hand we obtain:

XC =
∑
s,t∈C

cstPsPt ∈ span〈Pst | s, t ∈ C〉 ⊕ span〈Pa(i)b(i) | i ∈ E〉 ⊆ H4(G/B,C). (5.4)

On the other hand we have

X − XC =
∑
s,t 6∈C

cstPsPt +
∑
i∈E

2ca(i)b(i)Pa(i)Pb(i) ∈ Sym2(H2
w).

Since X = 0 in H4(G/B,C), projecting from R4 to H4(G/B,C) we obtain

XC ∈ span〈Pst | s, t 6∈ C〉 ⊕ span〈Pa(i)b(i) | i ∈ E〉 ⊕ span〈Pb(i)a(i) | i ∈ E〉. (5.5)

Then (5.4) together with (5.5) implies that the projection XC of XC to H4(G/B,C) lies
in span〈Pa(i)b(i) | i ∈ E〉. But, for any i ∈ E, Pa(i)b(i) projects to 0 in H4

w since a(i)b(i) 6≤ w,
whence XC ∈ K.

For a closed C let NS(C) := span〈Ps | s ∈ C〉 ⊆ H2
w. The proof of Proposition 5.4.2

applies also to NS(C) if we replace X by XC =
∑

s,t∈C cstPsPt. This means that whenever
we have a decomposition gCNS(w) = g1 × g2, then NS(C) splits compatibly.

Remark 5.4.10. The element XC ∈ Sym2(h∗) should be thought as the restriction of the
Killing form on span〈αs | s ∈ C〉. This is non denegerate, so it means that XC 6∈ Sym2(V )
for any proper subspace V ⊆ span〈αs | s ∈ C〉 (cf. Remark 5.3.3).
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Lemma 5.4.11. Let KC := K ∩ Sym2(NS(C)). Then KC is generated by XD, with D
closed and D ⊆ C.

Proof. Assume that
∑

i aiXDi ∈ K ∩ Sym2(NS(C)) with Di closed and ai ∈ C. Then it is
easy to see that

∑
i aiXDi =

∑
i aiXDi∩C ∈ Sym2(NS(C)).

For any s ∈ S, let Ls = π1(Ps) ∈ g1 and Rs = π2(Ps) ∈ g2.

Lemma 5.4.12. Let C be a connected and closed subset of S. Assume that there exists
a non-empty closed subset D ⊆ C such that NS(D) = π1(NS(C)). Then if D does not
contain any sink we have D = C.

Proof. Let U = C \ D and E := {a(i)
i→ b(i) | a(i) ∈ U and b(i) ∈ D} be the set

of arrows starting in U and ending in D. The set {Ps}s∈D = {Ls}s∈D is a basis of
NS(D) = π1(NS(C)), therefore the set {Ru}u∈U is a basis of π2(NS(C)). We assume for
contradiction that U 6= ∅. By writing the (2, 2)-component of XC −XD we obtain

∑
u∈U

(∑
s∈C

csuLs

)
⊗Ru = 0 ∈ g1 ⊗ g2

from which we get
∑

s∈C csuLs = 0 for any u ∈ U . Let Ũ be a connected component of U
and let

Ẽ = {a(i)
i→ b(i) | a(i) ∈ Ũ and b(i) ∈ D} ⊆ E.

Since C is connected we have Ẽ 6= ∅. Since Ũ is connected and there are no loops in the
Dynkin diagram, we have b(i) 6= b(j) for any i 6= j ∈ Ẽ, and moreover there are no arrows
between b(i) and b(j). Then for any u ∈ Ũ we have

0 =
∑
s∈C

csuLs =
∑
s∈Ũ

csuLs +
∑
i∈Ẽ

cb(i)uLb(i). (5.6)

Since the set {Lb(i)}i∈Ẽ is linearly independent, this can be thought as a non-degenerate
system of linear equations in Ls, with s ∈ Ũ and it has a unique solution

Ls =
∑
i∈Ẽ

y(s, i)Lb(i) =
∑
i∈Ẽ

y(s, i)Pb(i) with y(s, i) ∈ R.

Substituting Ls in (5.6) we get

∑
s∈Ũ

y(s, i)csu =

{
0 if u 6= a(i),

−ca(i)b(i) if u = a(i),
for all u ∈ Ũ and i ∈ Ẽ. (5.7)

Claim 5.4.13. We have y(s, i) > 0 for any s ∈ Ũ and any i ∈ Ẽ.

Proof of the claim. Let (−,−) be the Killing form on h∗. From Equation (5.7) it is easy
to see that∑

s∈Ũ

y(s, i)

(αs, αs)
αs, αu

 = −δa(i),uca(i)b(i)(αu, αu) ∀u ∈ Ũ , ∀i ∈ Ẽ.

Hence
∑

s∈Ũ
y(s,i)

(αs,αs)
αs is (up to a positive scalar) equal to the fundamental weight of a(i)

in the root system generated by the simple roots in Ũ . Now the claim follows from the fact
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that in any irreducible root system all the dominant weights have only positive coefficients
when expressed in the basis of simple roots.

In fact, let 0 6= λ =
∑

s∈Ũ λsαs and assume (λ, αs) ≥ 0 for all s ∈ Ũ . If λs < 0 for
some s, then (λs, αs) < 0. Thus λs ≥ 0 for all s. Assume now λs = 0 for some s. Then
(λ, αs) ≥ 0 only if λt = 0 for all t ∈ S neighboring s in the Dynkin diagram. Since Ũ is
connected we obtain λs = 0 for all s, hence λ = 0 which is a contradiction.

For any s ∈ Ũ we have Rs = Ps −
∑

i∈Ẽ y(s, i)Pb(i) ∈ g2. Now consider the element

R0,4 3
∑
s,t∈Ũ

cstRsRt =
∑
s,t∈Ũ

cst

Ps −∑
i∈Ẽ

y(s, i)Pb(i)

Pt −∑
i∈Ẽ

y(t, i)Pb(i)

 =

=

∑
s,t∈Ũ

cstPsPt

−2
∑
i∈Ẽ

∑
s,t∈Ũ

y(s, i)cstPt

Pb(i)+
∑
i,j∈Ẽ

∑
s,t∈Ũ

y(s, i)y(t, j)cst

Pb(i)Pb(j)

=

∑
s,t∈Ũ

cstPsPt

+ 2
∑
i∈Ẽ

ca(i)b(i)Pa(i)Pb(i) −
∑
i,j∈Ẽ

y(a(j), i)ca(j)b(j)Pb(i)Pb(j) =

= X
D∪Ũ −XD + Θ, where Θ := −

∑
i,j∈Ẽ

y(a(j), i)ca(j)b(j)Pb(i)Pb(j).

Let p : R4 → H4
w denote the projection. The previous equation implies that

p

∑
s,t∈Ũ

cstRsRt

 = p(Θ).

But p(
∑

s,t∈Ũ cstRsRt) ∈ H
0,4
w while p(Θ) ∈ H4,0

w , because b(i) ∈ D and Pb(i) ∈ H
2,0
w for

any i ∈ Ẽ. It follows that p(Θ) ∈ H4,0
w ∩H0,4

w = {0}.
We can write Θ = Θ1 + Θ2 with

Θ1 =
∑
i,j∈Ẽ
i 6=j

y(a(j), i)ca(j)b(j)Pb(i)Pb(j) and Θ2 =
∑
i∈Ẽ

y(a(i), i)ca(i)b(i)P
2
b(i).

Since there are no edges between b(i) and b(j), we have that p(Pb(i)Pb(j)) = Pb(i)b(j) for
any i, j ∈ Ẽ such that i 6= j. Thus, by Lemma 5.3.1, we have

p(Θ1) =
∑
i,j∈Ẽ
i 6=j

y(a(j), i)ca(j)b(j)Pb(i)b(j)

p(Θ2) = −2
∑
i∈Ẽ

y(a(i), i)ca(i)b(i)

∑
j∈Ei

(αb(i), αβi(j))

(αβi(j), αβi(j))
Pβi(j)b(i)


where Ei = {b(i) j→ βi(j)} is the set of arrows in Iw starting in b(i). It is easy to see that
all the terms in p(Θ1) and p(Θ2) are linearly independent, whence p(Θ1) + p(Θ2) = 0 if
and only if all their terms vanish. Recall that y(a(i), i)ca(i)b(i) < 0 for all i ∈ Ẽ. Hence
p(Θ1) + p(Θ2) = 0 forces Ei = ∅ for any i ∈ Ẽ. But this is a contradiction because there
are no sinks in D, whence U = ∅ and C = D.
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Lemma 5.4.14. Let C be a closed and connected subset of S. Assume that there are no
sinks in C. Then NS(C) ⊆ g1 or NS(C) ⊆ g2.

Proof. We work by induction on the number of vertices in C. There is nothing to prove if
C = ∅.

Let D ⊆ C be a maximal proper closed subset. The kernel KC := K ∩ Sym2(NS(C))
is generated by XC and XD′ with D′ ⊆ D. In fact, if D̃ ⊆ C is a proper closed subset and
D̃ 6⊆ D, then by maximality D̃ ∪D = C and X

D̃
= XC − XD + X

D∩D̃. In particular, we
have dimKC = dimKD + 1.

By induction on the number of vertices we can subdivide D into two subsets DL and
DR, each consisting of the union of connected components of D, such that NS(DL) ⊆ g1

and NS(DR) ⊆ g2.
Since NS(C) splits, then KC also splits as K4,0

C ⊕K
2,2
C ⊕K

0,4
C where Ki,j

C = KC ∩Ri,j .
However, K2,2

C ⊆ K2,2 = 0 since R2,0 ⊗ R0,2 is mapped isomorphically to H2,2
w . Using

dimKC = dimKD + 1 we get K4,0
C = K4,0

D or K0,4
C = K0,4

D . Without loss of generality we
can assume K4,0

C = K4,0
D = KDL .

This implies that XC ∈ K4,0
C ⊕K

0,4
C = KDL ⊕K

0,4
C . It follows that

XC ∈ Sym2 (NS(DL)⊕ π2(NS(C))) .

Since XC is non-degenerate on NS(C), we get NS(DL) = π1(NS(C)). Now we can apply
Lemma 5.4.12: if DL 6= ∅, then DL = C, otherwise π1(NS(C)) = 0 and NS(C) ⊆ g2.

Theorem 5.4.15. For w ∈ W , if the graph Iw is connected and without sinks, then
gNS(w) = aut(IHw, φ).

Proof. Applying Lemma 5.4.14 to C = S we see that any decomposition of gCNS(w) must
be trivial, hence by Proposition 5.3.10 we get gNS(w) = aut(IHw, φ).

Example 5.4.16. It is in general false that gNS(w) is simple for any connected w.
Let W be the Weyl group of type A3 (i.e. W = S4) where S = {s, t, u}. We consider

the element usts ∈W whose graph Iusts is

uts

The closed subsets in Iusts are S, {u} and ∅. Then gNS(usts) ∼= gNS(u)× gNS(sts) ∼=
sp2(R)× sp6(R) ∼= sl2(R)× sp6(R). The splitting induced on H2

w is

H2
w = π1(H2

w)⊕ π2(H2
w) = CPu ⊕

(
C(Pt −

2

3
Pu) + C(Ps −

1

3
Pu)

)
.

As we explain in the next section, we have a similar behavior more generally: for any
w ∈ Sn+1, with S = {s1, . . . , sn}, such that w = s1w

′ where w′ is the longest element in
W{s2,...,sn} the Lie algebra gNS(w) is isomorphic to sl2(R)× gNS(w′).

Example 5.4.17. The following example demonstrates that having no sinks in Iw is not
a necessary condition for the algebra gNS(w) to be simple.

Let W be the Weyl group of type B3, where we label the simple reflections as follows:

s t u

Then for w1 = usts we get again gNS(w1) ∼= gNS(u)× gNS(sts) ∼= sl2(R)× sp6(R), but for
w2 = stut the Lie algebra gNS(w2) is simple (hence it is isomorphic to so6,6(R)). Notice
that the graphs Iw1 and Iw2 are isomorphic.
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Remark 5.4.18. We have chosen to restrict ourselves to the case of finite Weyl groups in
order to be able to state the results using only “classical” Schubert calculus. However, the
results given in this section work in the same way for any irreducible finite Coxeter groups
using a realization of Type I, i.e. the geometric representation. Note that this includes the
groups H3 and H4. We briefly explain how.

We replace everywhere the intersection cohomology of Schubert variety IHw by the
indecomposable Soergel modulesBw and the Killing form by the positive definite symmetric
formB defined in [Hum78, §5.2]. Assume u is a simple reflection such that wu < u. Because
of Chapter 4 we can define the Néron-Severi Lie algebra gNS(Bu

wu) of the singular Soergel
module Bu

wu. This Lie algebra is semisimple and its action on Bu
wu is irreducible.

We need an argument to replace the recourse to the relative hard Lefschetz in the proof
of Theorem 5.3.6. We have

Bu
wu ⊗Ru R[1] ∼= Bw,

therefore any decomposition R ∼= Ru ⊕Ru[−2] as Ru-modules induces a decomposition

Bw ∼= Bu
wu[1]⊕Bu

wu[−1]

of (R,Ru) bimodules. We choose this decomposition as in the proof of [EW14, Theorem
6.19] (cf. Theorem 4.5.4). With respect to this decomposition multiplication by ρ induces
the map

∂u(ρ) : Bu
wu[1]→ Bu

wu[−1]

which is clearly an isomorphism if ρ is ample.
The rest of arguments go through using the Schubert basis from Chapter 3. We obtain

thus the same criterion: if w is connected and there are not sinks in the graph Iw then
gNS(w) is maximal, i.e. it coincides with aut(Bw, φ).

For infinite Coxeter groups W our methods do not apply directly. In fact, in general a
reflection faithful representation of W is not irreducible, thus Lemma 5.3.2 does not hold
and the kernel of the map R→ Bw seems harder to compute.

5.5 The complete classification in type A

Theorem 5.4.15 gives a sufficient condition for an element w to have a maximal Néron-
Severi Lie algebra gNS(w). In the following, we specialize to groups of type An. In this
case we can go further and explicitly compute the Néron-Severi Lie algebras gNS(w) of any
element w.

We assume that W = Sn+1 is the symmetric group on n + 1-elements. Let S =
{s1, s2, . . . , sn}. We write Pi for Psi , and similarly Li and Ri. We assume that w ∈ W is
not contained in any proper parabolic subgroup WI ⊆ W , so that we can also label the
vertices of Iw by {1, 2, . . . n}.

We indicate by [a, b] the interval {a, a+ 1, . . . , b}. We rescale the Killing form so that
(α, α) = 1 for any root α, so that we get:

cij =
(αi, αj)

(αi, αi)(αj , αj)
=


1 if i = j

−1
2 if |i− j| = 1

0 if |i− j| ≥ 2

,

therefore

X =

n∑
i=1

P 2
i −

n−1∑
i=1

PiPi+1.
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Since we are going to apply several times Claim 5.4.13, it is useful to recall that in a root
system of type An the fundamental weight corresponding to the first simple root is

$1 =
1

n+ 1
(nα1 + (n− 1)α2 + . . .+ αn) .

Recall from Corollary 5.4.3 that it is sufficient to show that Hw does not admit any
non-trivial tensor decomposition to show gNS(w) = aut(IHw, φ). So we assume that we
have a non-trivial decomposition:

H•w = H•,0w ⊗H0,•
w .

In view of Theorem 5.4.15 we can assume that Iw has at least one sink. If s is a sink
then P 2

s = 0 and the component of P 2
s in H2,2

w is 2Ls ⊗ Rs. This can be 0 only if Ls = 0
or Rs = 0.

The proofs of the next two Lemmas may look rather tedious, and concern some case
by case inspections. However, they ultimately rely on the main ideas of §5.4.

Lemma 5.5.1. Let C = [a, b] be an interval closed in Iw such that a is the only sink in
C. Then one of the following holds:

1) NS(C) ⊆ H2,0
w ,

2) NS(C) ⊆ H0,2
w ,

3) π1(NS(C)) = CPa and Ri = Pi −
b+ 1− i
b− a+ 1

Pa for all i ∈ [a+ 1, b],

4) π2(NS(C)) = CPa and Li = Pi −
b+ 1− i
b− a+ 1

Pa for all i ∈ [a+ 1, b].

Proof. Let D ⊆ C be a maximal closed proper subset containing a. Let U = C \D. Since
D is maximal, it must consist in one single interval [a, c], with c < b, or in two intervals
[a, c] t [d, b], with c+ 1 < d.

As in Lemma 5.4.14 we can assume without loss of generality that K4,0
C = K4,0

D , hence

XC ∈ Sym2(π1(NS(D))⊕ π2(NS(C))

which implies by the non-degeneracy of XC that π1(NS(D)) = π1(NS(C)). This implies
that the Ri’s, with i ∈ U are linearly independent: in fact they must generate the quotient
vector space NS(C)/NS(D) ∼= π2(NS(C))/π2(NS(D)), which has dimension |U |. In
particular, we have:

NS(C) = NS(D)⊕ span〈Ri | i ∈ U〉.

We divide now into the two cases D = [a, c] and D = [a, c] t [d, b].

1 2 3 4 5 6
D

1 2 3 4 5 6
D

Figure 5.1: Two examples of graphs Iw of some element w ∈ S7. In the first example a
maximal closed proper subset D is the interval [1, 4], in the second D = [1, 3] ∪ [5, 6].
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Case 1: D = [a, c].
By writing the (2, 2)-component of XC −XD we have

− Lc+1 ⊗Rc +
∑

u∈[c+1,b]

(−Lu−1 + 2Lu − Lu+1)⊗Ru = 0 ∈ g1 ⊗ g2. (5.8)

where we write Lb+1 = 0 by abuse of notation. If Rc 6= 0 then Rc ∈ π2(NS(D)),
thus it is linearly independent from the set {Ri}i∈[c+1,b]. So we get Lc+1 = 0 and
(−Lu−1 + 2Lu − Lu+1) = 0 for any u ∈ [c+1, b]. Now, as in the proof of Lemma 5.4.12, we
regard this as a linear system in the variable Lc. This system admits a solution if and only
Lc = 0. But if Lc = 0 by induction we see that the only possible case is NS(D) ⊆ H0,2

w .
Since π1(NS(C)) = π1(NS(D)) = 0 we also get NS(C) ⊆ H0,2

w .
We assume now Rc = 0 and Pc = Lc. In this case, solving the system above, by the

same argument of Lemma 5.4.12, we find that for any i ∈ [c+ 1, b] we have

Li =
b+ 1− i
b− c+ 1

Pc, Ri = Pi −
b+ 1− i
b− c+ 1

Pc

and that P 2
c = 0. This forces c to be a sink, hence c = a.

Case 2: D = [a, c] t [d, b].
The (2, 2)-component of XC −XD is

− Lc+1 ⊗Rc +
∑

u∈[c+1,d−1]

(−Lu−1 + 2Lu − Lu+1)⊗Ru − Ld−1 ⊗Rd = 0 ∈ g1 ⊗ g2. (5.9)

There are no sinks in the closed subset [d, b], hence from Lemma 5.4.14 it follows that either
Rd = 0 or Rd = Pd. The element Pd ∈ NS(D) is linearly independent from {Ri}i∈[c,d−1].
Hence, if Rd = Pd we get Ld−1 = 0. Again, the unique solution of the system of equation{

Ld−1 = 0

−Lu−1 + 2Lu − Lu+1 = 0 for any u ∈ [c+ 1, d− 1]

is Li = 0 for all i ∈ [c, d− 1]. By induction NS([a, c]) ⊆ H0,2
w , and this leads to NS(C) ⊆

H0,2
w

We assume now Rd = 0. We obtain for all i ∈ U

Ri = Pi −
d− i
d− c

Lc −
i− c
d− c

Pd.

But this, as in Lemma 5.4.12, leads to P 2
d = 0. But d cannot be a sink, so we get a

contradiction.

Lemma 5.5.2. Let C = [a, b] be an interval closed in Iw such that a and b are sinks in
C. Then either NS(C) ⊆ H2,0

w or NS(C) ⊆ H0,2
w .

Proof. We can assume that a and b are the only sinks in C. In fact, assume for example
that there is another sink c with a < c < b. Then NS([a, c]) ⊆ H2,0

w implies Pc ∈ H2,0
w ,

thus also NS([c, b]) ⊆ H2,0
w and NS(C) ⊆ H2,0

w .
Let D ⊆ C be a maximal closed proper subset containing a and b and let U = C \D.

Since D is maximal we have D = [a, c]t [d, b] for some c and d. Then, arguing as in Lemma
5.5.1, we assume without loss of generality π1(NS(C)) = π1(NS(D)). This implies that
the Ri’s, with i ∈ U are linearly independent and that

NS(C) = NS(D)⊕ span〈Ri | i ∈ U〉.
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1 2 3 4 5 6
D

Figure 5.2: An example of a graph Iw with two extremal sinks.

The (2, 2)-component of XC −XD is

−Lc+1⊗Rc +
∑

u∈[c+1,d−1]

(−Lu−1 + 2Lu − Lu+1)⊗Ru−Ld−1⊗Rd = 0 ∈ g1⊗ g2. (5.10)

Both Rc and Rd are either 0 or are linearly independent from the set {Ri}i∈U (and from
each other). If Rc 6= 0 the same argument as in the second case of Lemma 5.5.1 shows
that Li = 0 for all i ∈ [c, d]. This implies Rc = Pc, Rd = Pd and by Lemma 5.5.1 that
NS(D) ⊆ H0,2

w , whence also NS(C) ⊆ H0,2
w . Similarly, if Rd 6= 0.

Assume now Rc = Rd = 0. Then we obtain for any i ∈ U

Ri = Pi −
d− i
d− c

Pc −
i− c
d− c

Pd.

Now, as in the proof of Lemma 5.4.12 we obtain

p

∑
s,t∈Ũ

cstRsRt

 = p(Θ1) + p(Θ2) ∈ H0,4
w ∩H4,0

w = {0},

where
p(Θ1) = p

(
− 2

d− c
PcPd

)
= − 2

d− c
Pscsd

p(Θ2) = p

(
−d− c− 1

d− c
(P 2

c + P 2
d )

)
= −2

d− c− 1

d− c
(
Psc−1sc + Psd+1sd

)
and p : R4 → H4

w is the projection. The element Pscsd is a basis element in H4
w, so we get

0 6= p(Θ1) + p(Θ2) = 0, which is a contradiction.

5.5.1 The case of an extremal sink

We want now to consider the case of an element w whose graph Iw has exactly one sink,
and this sink is placed in one extreme vertex of the graph Iw. So we can assume that n ∈ S
is the sink. Let I = {1, . . . , n− 1}. Notice that this implies w = snv with v ∈ WI . Recall
that we assumed that w is not contained in any parabolic subgroup WJ of W , hence v is
not contained in any parabolic subgroup WJ ′ ⊆WI .

We first consider the case w = snwI , where wI is the longest element in WI . Our first
objective is to show that in this case Hw admits a tensor decomposition (cf. Example
5.4.16).

The cohomology of the flag variety X of a group of type An can also be described as
follows. Let R = C[x1, x2, . . . , xn, xn+1] (with deg xi = 2) and let W = Sn+1 act on R by
permuting the variables xi. Then we have an isomorphism

H•(X,C) ∼= R/RW+ (5.11)

Pi 7→ x1 + x2 + . . .+ xi.
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We consider the graded algebra A := H•(X,C)/(P 2
n) = R/(RW+ , x2

n+1). We claim that
A ∼= Hw. Since P 2

n = 0 in Hw the projection H•(X,C) � Hw factors through A, so it is
enough to show that dimA = dimHw = 2(n!).

Set
yi = xi +

1

n
xn+1.

Let J ⊆ R be the ideal generated by x2
n+1 and by all the homogeneous symmetric polyno-

mials of positive degree in the variables y1, . . . , yn. We claim that J = (RW+ , x2
n+1). In fact,

the ideal RW+ is generated by the polynomials pk := xk1 + xk2 + . . . xkn+1, for 1 ≤ k ≤ n+ 1.
We have

p1 = y1 + y2 + . . .+ yn

and for any k ≥ 2 pk = (yk1 + yk2 + . . . ykn)− k

n
xn(yk−1

1 + yk−1
2 + . . . yk−1

n ) + x2
n+1f

for some polynomial f ∈ R. It follows that

A ∼= R/(RW+ , x2
n+1) ∼= C[y1, . . . , yn]/C[y1, . . . , yn]Sn+ ⊗C C[xn+1]/(x2

n+1). (5.12)

Since clearly dimA = 2(n!) we get A ∼= Hw. Furthermore, this also shows that Hw =
H•(Xw,C) admits a tensor decomposition. Observe that this tensor decomposition is the
same non-trivial decomposition predicted by Lemma 5.5.1(2). The decomposition is clearly
defined over R, hence also H•(Xw,R) admits a tensor decomposition.

The Schubert variety Xw is smooth since the projection G/B → G/PI restricts
to a (PI/B)-bundle π : Xw → XI

w = B · snPI/PI ∼= P1. Therefore IH•(Xw,R) =
H•(Xw,R)[`(w)] and, because of Lemma 5.4.1, we obtain a splitting

gNS(w) = gNS(wI)× sl2(R) ∼= aut(H•(G/PI ,R), φ)× sl2(R).

Consider now an arbitrary element w of the form snv, with v ∈WI and such that v is
not contained in any proper parabolic subgroup of WI , so the graph Iw is connected. If
Iw contains more than one sink, it follows from 5.5.2 that Hw does not admit non-trivial
tensor-decompositions.

We call R′ the first factor of A in (5.12). The ringHw is a quotient of A. We can assume
that n is the only sink in Iw. In this case, it follows by Lemma 5.5.1 that if Hw admits
a tensor decomposition then it is induced by the decomposition (5.12). This means that,
if we denote by K the kernel of the map A � Hw, to show that Hw does not admit any
tensor decomposition it is sufficient to show that the ideal K is not generated by elements
of R′.

Any Schubert basis element Px ∈ HsnwI
∼= A can be thought as a polynomial in the

Pi’s or in the xi’s:
Px = gx(P1, . . . , Pn) = fx(x1, . . . , xn).

Since x2
n+1 = 0 in A, it can be easily seen that in A we have:

Px = fx(y1, . . . , yn)− 1

n
Dfx(y1, . . . , yn)xn+1 (5.13)

where D : R′ → R′ is the differential operator

D =
∂

∂y1
+

∂

∂y2
+ . . .+

∂

∂yn
.

Assume that v is not the longest element wI . Let r be an element of minimal length
in the set

X = {y ∈W | y ≤ snwI and y 6≤ snv}.
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From the Property Z (1.1.1), if y ∈ X then also sny ∈ X. It follows that r ∈WI .
The kernel K is the ideal generated by all Px, with x ∈ X, thus Pr is an element of

lowest degree in K. By (5.13) we have

H2`(w),0
w 3 fr(y1, y2, . . . , yn) =

1

n
Dfr(y1, y2, . . . , yn) · xn+1 ∈ H2`(w)−2,2

w ,

and since H2`(w),0
w ∩ H2`(w)−2,2

w = {0} we obtain Dfr(y1, y2, . . . , yn) · xn+1 = 0, hence
Dfr(y1, y2, . . . , yn) = 0 in Hw. Since degDfr = degPr−2, the polynomial Dfr(y1, . . . , yn)
cannot be a non-zero element of K. This implies Dfr(y1, y2, . . . , yn) = 0 in R′. Thus, if
Dfr(y1, y2, . . . , yn) 6= 0 in R′ we get a contradiction, which means that Hw is tensor-
indecomposable.

We need to recall a few facts about Schubert polynomials in type A. Schubert polyno-
mials for the symmetric group have been intensively studied, both from a geometric and a
combinatorial point of view. We refer for example to [Mac91].

Definition 5.5.3. We call Schubert polynomial of w ∈ Sn+1 any fw ∈ C[x1, x2, . . . , xn+1]

such that its projection to C[x1, x2, . . . , xn+1]/C[x1, x2, . . . , xn+1]
Sn+1
+ coincides with the

Schubert basis element Pw (via the isomorphism (5.11)).

In [BJS93] is described a combinatorial formula for Schubert polynomials. We recall
briefly their result.

Let w ∈ Sn+1 and let Rex(w) be the set of reduced expression for w. If w = saisa2 . . . sal
is a reduced expression we denote by a = (a1, a2, . . . , al) the corresponding element in
Rex(w). Let a ∈ Rex(w). A sequence (i1, i2, . . . , il) is said a-compatible if

i1 ≤ i2 ≤ . . . ≤ il

ij ≤ aj for all 1 ≤ j ≤ l

ij ≥ ij+1 =⇒ aj > aj+1

Let RK(w) = {(a, i) | a ∈ Rex(w) and i a-compatible}. Then [BJS93, Theorem 1.1]

fw(x1, x2, . . . , xn) =
∑

(a,i)∈RK(w)

xi1xi2 . . . xil . (5.14)

The ring C[x1, x2, . . . , xn+1]/C[x1, x2, . . . , xn+1]
Sn+1
+ admits another useful basis, often

referred to as the Artin basis [Art59, §II.G]:

{xa1
1 x

a2
2 . . . xann | 0 ≤ ai ≤ n+ 1− i}.

Note that all the terms appearing in the sum (5.14) belong to the Artin basis: assume
for contradiction that an integer k occurs more than n + 1 − k times in an a-compatible
sequence i, so there exists an index b such that

ib = ib+1 = . . . = ib+n+1−k = k.

This forces
ab > ab+1 > . . . > ab+n+1−k ≥ ib+n+1−k = k,

which is impossible since ab ≤ n.
Let S = C[z1, z2, . . . , zn], so that S/SSn+ is the coinvariant ring of WI . Let x ∈ WI . It

is evident from the formula (5.14) that the Schubert polynomial of x in W coincides with

90



the Schubert polynomial of x in WI , that is if we denote by P̃x the Schubert basis element
of x in S/SSn+ then

P̃x = fx(z1, z2, . . . , zn).

It remains to prove to following:

Lemma 5.5.4. Let fx ∈ C[z1, . . . , zn]/C[z1, . . . , zn]Sn+ a Schubert polynomial of id 6= x ∈
Sn. Let

D =
∂

∂z1
+

∂

∂z2
+ . . .+

∂

∂zn
: C[z1, . . . , zn]/C[z1, . . . , zn]Sn+ → C[z1, . . . , zn]/C[z1, . . . , zn]Sn+ .

Then Dfx 6= 0.

Proof. Because of (5.14), any Schubert polynomial fw can be written in the Artin basis
with coefficients in R≥0. If the degree of fw is positive, the differential operator D sends an
element of the Artin basis in a positive linear combination of elements of the Artin basis. It
follows that Dfx has positive coefficients in the Artin basis, so in particular Dfx 6= 0.

Corollary 5.5.5. Let w = snv with v ∈ WI and assume that w is not contained in any
proper parabolic subgroup WJ ⊆ W . Then gNS(w) = aut(IHw, φ) if and only if v is not
the longest element in WI .

5.5.2 The general case

We are now ready to determine whether the algebra Hw admits a tensor decomposition
for an arbitrary connected element w ∈ Sn+1.

Lemma 5.5.6. Let a and b be the sinks of w of smallest and largest index respectively.
We can write w = sasbv1v2v3 with v1 ∈ W[1,a−1], v2 ∈ W[a+1,b−1] and v3 ∈ W[b+1,n] (or
w = sav1v3 if a = b). Then Hw admits a non-trivial tensor decomposition if and only if
a > 1 and v1 is the longest element in W[1,a−1] or b < n and v3 is the longest element in
W[b+1,n].

Proof. The sets [1, a], [a, b] and [b, n] are closed in Iw. Because of Lemma 5.5.2 we can
assume without loss of generality NS([a, b]) ⊆ H2,0

w .
Assume that both v1 and v3 are not the longest element. Then, as in Corollary 5.5.5

we have that NS([1, a]) and NS([b, n]) are also contained in H2,0
w , hence the only tensor

decomposition of Hw is the trivial one.
Assume now that v1 = w[1,a−1] is the longest element in W[1,a−1], hence w = sav1w2

with w2 ∈W[a+1,n].
We first assume that w2 is the longest element in W[a+1,n]. Then, similarly to (5.12)

one can show that Hw is isomorphic to the algebra

Hw
∼= A = A1 ⊗C A2 ⊗C A3

with
A1 = C[y1, . . . , ya]/C[y1, . . . , ya]

Sa
+

A2 = C[Pa]/(P
2
a )

A3 = C[ya+1, . . . , yn+1]/C[ya+1, . . . , yn+1]
Sn+1−a
+
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where Pa = x1 + . . .+ xa = −(xa+1 + . . .+ xn+1) and

yi =

{
xi + 1

aPa if i ≤ a,
xi + 1

n+1−aPa if i ≥ a+ 1.

Assume that w2 is not the longest element in W[a+1,n]. We set z := saw[1,a−1]w[a+1,n].
Then Hw is the quotient of A ∼= Hz by the ideal

J = 〈Px | x ≤ z and x 6≤ w〉.

All the elements x ≤ z are of the form x = sεax1x2, with x1 ∈ W[1,a−1], x2 ∈ W[a+1,n]

and ε ∈ {0, 1}. We claim that we have Px = cP εaPx1Px2 in Hz, for some c ∈ R.
For this, we consider the equivariant Schubert basis {Px}x≤z of H•T (Xz,C) from Chap-

ter 3. We have:
PεaPx1Px2 =

∑
y≥z

cyPy for cy ∈ R (5.15)

where cy are homogeneous polynomials of degree 2(ε + `(x1) + `(x2) − `(y)). Since by
Lemma 3.4.2 we have Px ∈ Γ≥xH

•
T (Xz,C) for any x, one obtains y ≥ sεa, x1, x2 for all y

appearing in the sum (5.15). Projecting equation (5.15) to Hz := C⊗R H•T (Xz,C) means
killing all homogenous polynomial of positive degree, hence only the elements y such that
`(y) = ε + `(x1) + `(x2) survive. The claim now follows since x = sεax1x2 is the only
element of the required length bigger than sεa, x1 and x2 and smaller than z. It follows that

J = 〈Px | x ∈W[a+1,n] and x 6≤ w2〉.

Claim 5.5.7. If x ∈ W[a+1,n], then Px ∈ H•(X,C) is contained in the subalgebra of
H•(X,C) generated by Pa+1, . . . , Pn.

Proof of the claim. It follows immediately from the combinatorial formula (5.14) that if
x ∈ W[1,n−a] then Pw is contained in the algebra generated by x1, . . . , xn−a, hence in the
algebra generated by P1, . . . , Pn−a. Since the map defined Pi 7→ Pn+1−i induced by flipping
the Dynkin diagram An is an automorphism of H•(X,C), the claim follows.

From the claim, it follows that all the generators of J are contained in A2⊗CA3, hence
J ∼= A1 ⊗C J̃ , where J̃ = 〈Px | x ∈ W[a+1,n] and x 6≤ w2〉 is an ideal of A2 ⊗C A3. We
deduce that Hw admits a tensor decomposition of the form

A1 ⊗C ((A2 ⊗C A3)/J̃).

The case v3 longest element in W[b+1,n] is completely symmetric.

Notice that all the tensor-decompositions of Hw we obtained are defined over R, so we
have shown that we have a tensor decomposition of H•(Xw,C) if and only if we have a
tensor decomposition of H•(Xw,R).

This completes the classification of elements w ∈ Sn+1 such that H•(Xw,R) admits
a non-trivial tensor-decomposition. Recall that we have a decomposition of the Néron-
Severi Lie algebra gNS(w) if and only if IH•(Xw,R) admits a non-trivial tensor decom-
position (Lemma 5.4.1). Therefore, it remains to show that IH•(Xw,R) admits a tensor-
decomposition compatible with the decomposition of H•(Xw,R). To show this it is more
natural to use the notation coming from Soergel bimodules. Recall that Bw ∼= IH•(Xw,R)
and that H•(Xw,R)[`(x)] is a R-submodule of Bw (here the Soergel bimodules are con-
structed with respect of the realization of type II of W ).
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Let w = saw[1,a−1]v = svw[1,a−1] with v ∈W[a+1,n]. We have just shown that

H•(Xw,R) = A1 ⊗R H
•(Xsav,R) (5.16)

where A1 is the subalgebra of H•(Xw,R) generated by Pi − i
aPa for 1 ≤ i ≤ a. Since sav

is minimal in its W/W[1,a−1]-coset we have

Bw ∼= Bsav ⊗R[1,a−1] R[`(w[1,a−1])] (5.17)

Since A1 is a subring of H•(Xw,R), A1 acts on Bw via multiplication on the right. We
regard Bsav as a subspace of Bw using (5.17). Therefore we have a map of vector spaces:

Θ : A1 ⊗R Bsav → Bw

a⊗ b 7→ b · a.

We claim that Θ is an isomorphism. The vector spaces A1⊗RBsav and Bw have the same
dimension, so it suffices to show that Θ is surjective. It is clear from (5.17) that Bw is
generated by Bsav as a R-module, hence as a H•(Xw,R)-module. Because H•(Xw,R) =
A1 ⊗R H

•(Xsav,R) and H•(Xsav,R) preserves Bsav, the claim follows.
In this way we obtain a tensor decomposition of Bw = IH•(Xw,R) compatible with

the decomposition (5.16) of H•(Xw,R).
In view of Lemma 5.4.1, we can now give a complete answer to what Néron-Severi Lie

algebras look in type A:

Theorem 5.5.8. Let a and b be the sinks of w of smallest and largest index respectively. If
a < b we can write w = sasbv1v2v3 with v1 ∈ W[1,a−1], v2 ∈ W[a+1,b−1] and v3 ∈ W[b+1,n].
Then

gNS(w) ∼=


gNS(v1)× gNS(sasbv2)× gNS(v3) if v1 = w[1,a−1] and v3 = w[b+1,n]

gNS(v1)× gNS(sasbv2v3) if v1 = w[1,a−1] and v3 6= w[b+1,n]

gNS(v3)× gNS(sasbv1v2) if v1 6= w[1,a−1] and v3 = w[b+1,n]

gNS(sasbv1v2v3) if v1 6= w[1,a−1] and v3 6= w[b+1,n]

(5.18)

If a = b we can write w = sav1v3 with v1 ∈W[1,a−1] and v3 ∈W[a+1,n]. Then

gNS(w) ∼=


gNS(v1)× gNS(sa)× gNS(v3) if v1 = w[1,a−1] and v3 = w[a+1,n]

gNS(v1)× gNS(sav3) if v1 = w[1,a−1] and v3 6= w[a+1,n]

gNS(v3)× gNS(sav1) if v1 6= w[1,a−1] and v3 = w[a+1,n]

gNS(sav1v3) if v1 6= w[1,a−1] and v3 6= w[a+1,n]

(5.19)

Moreover, all the Lie algebra gNS(x) appearing in the RHS of (5.18) and (5.19) are max-
imal, i.e. we have gNS(w) ∼= aut(IH•(Xw,R), φ).

Proof. If at least one between v1 and v3 is not maximal the statement follows from the
discussion above. We have also discussed the case v1, v3 maximal and a = b in the proof of
Lemma 5.5.6. The proof in the remaining case v1, v3 maximal and a < b is analogous.
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Chapter 6

The Hard Lefschetz Theorem in
Positive Characteristic for Flag
Varieties

6.1 Introduction

The hard Lefschetz theorem does not hold over Z: if Y is a complex smooth projective
variety of dimension d and λ ∈ H2(Y,Z) is the first Chern class of an ample line bundle,
in general the map

λk : Hd−k(Y,Z)→ Hd+k(Y,Z)

is not an isomorphism (even if we restricts to varieties with no torsion in the cohomology
H•(Y,Z)). In addition, the hard Lefschetz theorem does not even hold when we consider
cohomology with coefficient in a field K of characteristic p > 0. We recall the following
definition from Chapter 5:

Definition 6.1.1. Let d ≥ 0 and V =
⊕2d

k=0 V
k be a graded finite dimensional K-vector

space. Let f : V → V be a map of degree 2 (i.e. f(V k) ⊆ V k+2 for any k). We say that
f has the Lefschetz property on V if for any 0 < k ≤ d the map fk : V d−k → V d+k is an
isomorphism.

If V is a graded K-algebra we say that η ∈ V 2 has the Lefschetz property on V if the
multiplication by η has the Lefschetz property.

Let X be the flag variety of a simply connected group G. The goal of this chapter is
to answer the following:

Question 6.1.2. Let K be an arbitrary infinite field of characteristic p. For which primes
p does there exist λ ∈ H2(X,K) such that λ has the Lefschetz property on H∗(X,K)?

As explained in the introduction, this is motivated by modular representation theory,
and in particular by Lusztig’s conjecture. Fiebig’s proof of the upper bound on Lusztig’s
conjecture is based on a rough bound on when local hard Lefschetz holds for Schubert
varieties in the affine flag variety. By refining these estimates one could be able to find
sharper bounds to Lusztig’s conjecture.

We believe that the answer of Question 6.1.2 is a first step in this direction.
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6.2 Statement of the main result

Let G be complex simply-connected semisimple algebraic group and let X = G/B be its
flag variety. Let W the corresponding Weyl group. Recall the relevant notation from
Chapter 1 and 2. Let {Pw}w∈W be the Schubert basis of H•(X,K).

The pairing between weights and coroots can be extended to aK-valued pairing between
H2(X,K) and ZΦ∨. We will abuse terminology and refer to the elements of H2(X,K) as
weights.

A first partial answer to the Question 6.1.2 was given by Stembridge. In [Ste02] he
computes explicitly the map λd : H0(X,Z)→ H2d(X,Z). We have:

λd · Pe = |Φ+|!
∏
α∈Φ+

λ(α∨)

ht(α)
Pw0 (6.1)

where e ∈ W is the identity and w0 ∈ W is the longest element of W . The height of a
root, here denoted by ht(α), is the sum of its coordinates when expressed in the basis of
simple roots.

From Stembridge’s formula (6.1) it follows that if K is a field of characteristic p and
p does not divide |Φ+|!, i.e. if p > |Φ+|, then there exists λ ∈ H2(X,K) such that
λd : H0(X,K)→ H2d(X,K) is an isomorphism: we can take, for example, ρ = 1

2

∑
β∈Φ+ β

so that ρ(α∨) = 1 for every simple root α.

Remark 6.2.1. Let ki be the number of positive roots of height i. Then we have k1 ≥
k2 ≥ . . . and

∑
ki = |Φ+| (see [Hum90, §3.20]). We can then regard k1 ≥ k2 ≥ . . . as a

partition of |Φ+| and consider the dual partition m1 ≥ m2 ≥ . . ., i.e. mi = #{j | kj ≥ i}.
The integers mi are the exponents of the group W . The values of the exponents (increased
by 1) can be found in [Hum90, Table 1, §3.7]. We have∏

α∈Φ+

ht(α) =
∏
j≥1

jkj =
∏
i≥1

mi!.

It follows that the number

|Φ+|!∏
α∈Φ+ ht(α)

=

(
|Φ+|

m1,m2, . . .

)

is an integer and it is divided by
(
mj1 +mj2 + . . .mjr

mj1 ,mj2 , . . . ,mjr

)
, for any finite subset {j1, j2, . . . , jr}

of N.
Therefore, from Stembridge’s formula, it also follows that there cannot exist λ such

that λd is an isomorphism if

p|
(

|Φ+|
m1,m2, . . .

)
. (6.2)

Now, using the known explicit values of the exponents, one can easily check that, if p is a
prime such that p ≤ |Φ+| and p is not as in Table 6.1, then (6.2) holds.

It the case listed in Table 6.1 we can compute explicitly, with the help of the software
[BCP97], the map λk : Hd−k(X,K) → Hd+k(X,K) for any λ ∈ H2(X,K) and any k ≥ 0.
We obtain that there exists λ ∈ H2(X,K) with the Lefschetz property in the first three
cases, namely if rk(G) = 2 (see Example 6.2.3), and that there is not such λ in the last three
cases, namely X of type B3, C3 or F4. In fact, for p = 5 and X of one of these typesthe
map λd−2 : H2(X,K)→ H2d−2(X,K) is not an isomorphism for all weights λ ∈ H2(X,K).
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Table 6.1:

Φ p |Φ+| ∃λ with Lefschetz property?
A2 2 3 Yes
B2 3 4 Yes
G2 5 6 Yes
B3 5 9 No
C3 5 9 No
F4 5 24 No

Here we give a complete answer to Question 6.1.2. The main result is the following:

Theorem 6.2.2. Let K be an infinite field of characteristic p > 0. Then there exists
λ ∈ H2(X,K) such that the hard Lefschetz theorem holds for λ on H•(X,K) if and only if
p > |Φ+| or Φ and p are as in the first three lines of Table 6.1.

Example 6.2.3. Let X be of type B2 and K be an infinite field of characteristic 3. We
label the simple roots in the Dynkin diagram as α⇒ β. Let λ = a$α+b$β be an arbitrary
weight, where a, b ∈ K and$α, $β are the fundamental weights. We can compute explicitly
the Lefschetz determinants:

• D4(a, b) := det(λ4 : H0(X,F5)→ H8(X,F5)) = 4ab(a+ b)(a+ 2b);

• D2(a, b) := det(λ2 : H2(X,F5)→ H6(X,F5)) = −(a2 + 2ab+ 2b2).

The polynomials D2 and D4 are not identically zero, so there exists λ with the Lefschetz
property. For instance, we can choose λ = a$α +$β , with a ∈ K \ {0, 1, 2} such that it is
not a root of the polynomial x2 + 2x+ 2.

Similar elementary computations show that there exists λ with the Lefschetz property
on H•(X,K) if X is of type A2 (resp. G2) and K is a infinite field of characteristic 2 (resp.
5). Thus A2, B2 and G2 are the only types for which there exists λ ∈ H2(X,K) with the
Lefschetz property for a field K such that char(K) ≤ |Φ+|.

Remark 6.2.4. The situation is more subtle if one considers the case of a finite field.
For example, let X be of type B2 and let K = F5. Similarly to Remark 6.2.3, let

λ = a$α + b$β with a, b ∈ F5. Notice that in this case we have D2(a, b) = −(a2 + 2ab+
2b2) = −(a+3b)(a+4b). It follows that there are no a, b ∈ F5 such that λ has the Lefschetz
property on H•(X,F5), although 5 > |Φ+| = 4.

6.2.1 Structure of the proof

Using basic Schubert calculus, in §3 we translate the original problem, which is geometric
in nature, into a combinatorial one, which is expressed only in terms of the Bruhat graph.
In §4 we show how the Bruhat graph can be “degenerated” into a product of simpler
graphs (corresponding to maximal parabolic subgroups), and that it is enough to show
hard Lefschetz theorem for the latter.

We discuss when the Lefschetz property holds for those simpler graphs (for good choices
of the maximal parabolic subgroups) in §5. In §6 we discuss the Lefschetz property for
Artinian complete intersection monomial rings, i.e. rings of the form

K[x1, x2, . . . , xn]/(xd1
1 , x

d2
2 , . . . , x

dn
n ),
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opportunely graded: this allows to make use of the knowledge of the Lefschetz property
for the single factors to investigate the Lefschetz property for a product of graphs.

Finally in §7 we put everything together to obtain a proof of Theorem 6.2.2.

6.3 The Bruhat graph of a root system

Definition 6.3.1. We define the Bruhat graph BΦ of Φ. The vertices of the graph are the
elements of W . There is an arrow w

γ∨−→ v for v, w ∈ W if w
tγ−→
R

v, i.e. if `(v) = `(w) + 1

and wtγ = v, where tγ is the reflection corresponding to the positive coroot γ∨.

Remark 6.3.2. Our terminology for the Bruhat graph is somewhat non-standard. For
example, in [Dye91, Definition 1.1] it is defined to be the graph whose vertices are the

elements of W , in which there is an arrow w
γ∨−→ v for v, w ∈ W whenever v = wtγ and

`(v) > `(w).

Example 6.3.3. If G = SL3(C), then Φ is the root system of type A2 and W ∼= S3, the
symmetric group on 3 elements. It is generated by the simple transpositions s and t. Let
α and β be the two simple coroots corresponding to s and t. The Bruhat graph BΦ is:

e

s t

stts

sts

α β

β

α+ β α+ β

α

αβ

We recall Chevalley’s formula (3.6) and (5.3). Let λ ∈ H2(X,Z) be a weight. Then

λ · Pw =
∑
w
γ∨−→v

λ(γ∨)Pv.

If `(v)− `(w) = k, let Cw,v(λ) ∈ Z be defined by

λk · Pw =
∑

`(v)=`(w)+k

Cw,v(λ)Pv.

Then we have

Cw,v(λ) =
∑

λ(γ∨1 )λ(γ∨2 ) . . . λ(γ∨k ) =
∑

Cw,w1(λ)Cw1,w2(λ) . . . Cwk−1,v(λ)

where the sum runs over all paths w
γ∨1−→ w1

γ∨2−→ w2
γ∨3−→ . . .

γ∨k−→ v in BΦ connecting w to
v.

Let S ⊆ W be the set of simple reflections and I ⊆ S be a subset. Recall that WI

denotes the subgroup generated by the simple reflections in I. We denote by W I ⊆ W
the set of representatives of minimal length in W/WI . If J ⊆ I, then W J

I is well defined.
Let Φ(I) be the sub-root system of Φ generated by the simple roots in I. Notice that
reflections in Φ(I) correspond to positive roots in Φ(I).
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We fix I. For any w ∈ W we denote by w′ ∈ W I and w′′ ∈ WI the unique elements
such that w = w′w′′. We have `(w) = `(w′) + `(w′′).

Let PI be the parabolic subgroup B ⊆ PI ⊆ G corresponding to the subset I. Recall
that the projection G/B → G/PI induces an injective map H•(G/PI ,Z)→ H•(G/B,Z),
and that the image is the subspace generated by all the Pw, with w ∈W I .

For s ∈ S, let αs and α∨s denote the corresponding simple root and coroot. Let $s

denote the corresponding fundamental weight, i.e. $s(α
∨
t ) = δs,t for any t ∈ S.

From Chevalley’s formula we get that $s = Ps for any s ∈ S. So the subspace
H2(G/PI ,Z) ⊆ H2(G/B,Z) has as a basis the set {$s}s∈S\I .

Definition 6.3.4. Let I be a subset of S. We define the degeneration map πI : ZΦ∨ → ZΦ∨

as follows:

πI

(∑
s∈S

csα
∨
s

)
=

{∑
s∈S csα

∨
s =

∑
s∈I csα

∨
s if cs = 0 for all s ∈ S \ I∑

s∈S\I csα
∨
s otherwise.

For example, if I = S \ {s}, then πI should be thought as “taking the leading term” of
an element in ZΦ∨ after viewing it as a polynomial in the variable α∨s .

Definition 6.3.5. Let I ⊆ S be a subset. The parabolic Bruhat graph BI
Φ is a graph

whose vertices are the elements in W I . For any edge w γ∨−→ v in BΦ, with w, v ∈ W I , we

put an edge w
πI(γ∨)−−−−→ v in BI

Φ, where πI : ZΦ∨ → ZΦ∨ is the degeneration map.

Notice that if w, v ∈ W I with w γ∨−→ v, then γ 6∈ Φ(I). Hence in Definition 6.3.5 only
the second case of the degeneration map πI is actually used.

We see easily from Chevalley’s formula that the graph BI
Φ describes the multiplication

by λ ∈ H2(G/PI ,Z) in H•(G/PI ,Z) in the Schubert basis {Pw}w∈W I , i.e.

λ · Pw =
∑

w
δ−→v∈BIΦ

λ(δ)Pv.

6.3.1 The degeneration of the Bruhat graph

Fix now K an arbitrary infinite field and let λ ∈ H2(X,K) be an arbitrary weight.
We label the elements of S = {1, 2, . . . , n}, so that we can express λ as

∑n
i=1 xi$i with

xi ∈ K. From now on we will regard the xi’s as indeterminate variables.
After we fix arbitrarily an ordering of the Schubert basis (or, equivalently, of the el-

ements of W ) the map λk : Hd−k(X,K) → Hd+k(X,K) can be thought of as a square
matrix with number of columns equal to the number of elements of length (d − k)/2 in
W . Taking the determinant we obtain a polynomial Dk(λ) = Dk(x1, . . . , xn). Since the
field K is infinite, the existence of λ satisfying the Lefschetz property is equivalent to
Dk(x1, . . . , xn) 6= 0, for all 0 < k ≤ n.

The polynomialsDk(λ) appear to be hard to compute explicitly. However, it is sufficient
for our purposes to compute a single term in Dk(λ): its leading term in the lexicographic
order x1 > x2 > . . . > xn.

Definition 6.3.6. Let I be a subset of S. We say that w I-dominates v if w = w′w′′,
v = v′v′′, with w′, v′ ∈ W I , w′′, v′′ ∈ WI and w′ ≥ v′, w′′ ≥ v′′ (≥ is the usual Bruhat

order). We say that an edge w γ∨−→ v is I-relevant if v I-dominates w. A path connecting
w to v is I-relevant if all its edges are I-relevant.
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The Bruhat order ≤ is compatible with the projection W →W/WI = W I (cf. Lemma
4.4.4), that is if v ≥ w then v′ ≥ w′. It follows that v I-dominates w if and only if v ≥ w
and v′′ ≥ w′′.

Lemma 6.3.7. Let v, w ∈W such that v′ = w′. Then v ≥ w if and only if v′′ ≥ w′′.

Proof. Let s ∈ S be such that sv′ < v′. We have sv′ ∈ W I by [Deo77, Lemma 3.1], thus
(sv)′ = sv′. Moreover, by the Property Z 1.1.1, we have v ≥ w if and only if sv ≥ sw, so
we can easily conclude by induction on `(v′).

Lemma 6.3.8. Let w γ∨−→ v be an edge in BΦ. Then w γ∨−→ v is I-relevant if and only if
`(v′) ≤ `(w′) + 1.

Proof. If w γ∨−→ v is I-relevant, then `(v) = `(w) + 1 and `(v′′) ≥ `(w′′), so clearly
`(v′) ≤ `(w′) + 1.

Conversely, if `(v′) = `(w′) then v′ = w′ because of Lemma 4.4.4. Therefore v′′ > w′′

by Lemma 6.3.7 and w γ∨−→ v must be I-relevant.
It remains to consider the case `(v′) = `(w′) + 1, or equivalently `(v′′) = `(w′′). We

claim that in this case we have v′′ = w′′, whence in particular w γ∨−→ v is I-relevant. The
claim is proven by induction on `(v′′) = `(w′′). The case `(v′′) = 0 is clear.

If s ∈ I then, for any z ∈ W we have (zs)′ = z′ and (zs)′′ = z′′s. Let s ∈ I such that
v′′s < v′′. This implies, again by the Property Z, that w ≤ vs or ws ≤ vs.

If w ≤ vs < v, then w = vs. Thus we have w′ = (vs)′ = v′, which is a contradiction

since `(v′) = `(w′) + 1. If ws ≤ vs then ws
s(γ)∨−−−→ vs is an edge in BΦ. Since v′ = (vs)′

and w′ = (ws)′ we have `((vs)′) = `((ws)′) + 1 and `((ws)′′) = `((vs)′′) = `(v′′)−1. Hence
we can apply the inductive hypothesis to get w′′s = v′′s, thus w′′ = v′′.

In other words, the proof of Lemma 6.3.8 shows that an edge w γ∨−→ v inBΦ is I-relevant
if and only if v′ = w′ or v′′ = w′′.

Definition 6.3.9. The I-degenerate Bruhat Graph BI−deg
Φ is a graph having the same

vertices as the Bruhat graph BΦ. The edges in BI−deg
Φ are the I-relevant edges in BΦ: for

any I-relevant edge w γ∨−→ v in BΦ we put an edge w
πI(γ∨)−−−−→ v in BI−deg

Φ .

In particular, in the case I = S \ {s} the edges in BI−deg
Φ are all labeled by mαs, with

m ∈ N>0, or by a root in Φ(I).

Example 6.3.10. Let Φ be the root system of type A2 as in the Example 6.3.3 and let
I = {t}. Then ts does not I-dominate t, although ts > t in the Bruhat order. In fact,
(ts)′′ = e 6> t = t′′. Thus the edge t −→ ts is not {t}-relevant. The degenerate Bruhat
graph B

{t}−deg
Φ is:

e

s t

stts

sts

α β

β

α α

αβ
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The graph BI−deg
Φ describes a new action

I· of λ on H•(X,K). We say

λ
I· Pw =

∑
w

δ−→v∈BI−deg
Φ

λ(δ)Pv

where the sum runs over all edges w δ−→ v starting in w in BI−deg
Φ (or equivalently all

I-relevant edges starting in w in BΦ). We call it the I-degenerate action of λ.
The new graph BI−deg

Φ can be obtained as product of two smaller graphs. In fact, we
have BI−deg

Φ
∼= BI

Φ ×BΦ(I): at the level of vertices we have a bijection W = W I ×WI

and, because of Lemma 6.3.8, for any I-relevant edge w γ∨−→ v we have two cases:

• w′ = v′ and w′′tγ = v′′, so w
πI(γ∨)−−−−→ v comes from the edge w′′ γ∨−→ v′′ in BΦ(I);

• w′′ = v′′ and w′tw′′(γ) = v′, so w
πI(γ∨)−−−−→ v comes from the edge w′

πI(w′′(γ)∨)−−−−−−−→ v′ in
BI

Φ.

Remark 6.3.11. It is not hard to see that the I-degenerate action described by BI−deg
Φ

coincides with the action on H•(G/PI×PI/B,K) ∼= H•(G/PI ,K)⊗H•(PI/B,K) defined
as follows: if λ =

∑
i∈S xi$i, P1 ∈ H•(G/PI ,K) and P2 ∈ H•(PI/B,K) then

λ
I· (P1 ⊗ P2) =

( ∑
i∈S\I

xi$i

)
· P1 ⊗ P2 + P1 ⊗

(∑
i∈I

xi$i

)
· P2.

For a polynomial f ∈ K[x1, . . . , xn] we denote by degi(f) its degree in the vari-
able xi and by coeffi,a(f) the coefficient of xai in f (thus coeffi,a(f) is an element of
K[x1, . . . xi−1, xi+1, . . . xn]). We set degi(0) = −1.

Recall that the elements of S are labeled as {1, 2, . . . , n} and that λ =
∑

i xi$i is a
formal linear combination of the fundamental weights. We set I = S \ {1}.

We have

deg1(λ(γ∨)) =

{
1 if γ ∈ Φ \ Φ(I)

0 if γ ∈ Φ(I)
.

Notice that γ ∈ Φ(I) if and only if tγ ∈WI .

Lemma 6.3.12. Let w, v ∈W with `(v) > `(w). Then:

i) deg1(Cw,v(λ)) ≤ `(v′) − `(w′) and we have equality if and only if there exists an I-
relevant path connecting w to v;

ii) coeff1,`(v′)−`(w′)(Cw,v(λ)) · x`(v
′)−`(w′)

1 =
∑

relevant

λ(πI(γ
∨
1 ))λ(πI(γ

∨
2 )) . . . λ(πI(γ

∨
k )),

where the sum runs over all the I-relevant paths w
γ∨1−→ w1

γ∨2−→ w2
γ∨3−→ . . .

γ∨k−→ v
connecting w to v in BΦ.

Proof. i) We start with the case `(v) = `(w) + 1. If there are no edges connecting w to v
in BΦ then there is nothing to show.

Assume that there is an edge w γ∨−→ v in BΦ, so that Cw,v(λ) = λ(γ∨). If w γ∨−→ v is
not I-relevant by Lemma 6.3.8 we have `(v′)− `(w′) ≥ 2, and the statement follows since
deg1(Cw,v(λ)) ≤ 1.
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Assume now that w γ∨−→ v is I-relevant, then w′ = v′ or w′′ = v′′. Since w′w′′tγ = v′v′′

we see that w′ = v′ if and only if tγ ∈WI , i.e. if and only if deg1(Cw,v(λ)) = 0.
The general case `(v) > `(w) + 1 follows since

Cw,v(λ) =
∑

Cw,w1(λ)Cw1,w2(λ) . . . Cwk−1,v(λ)

where the sum runs over all paths w −→ w1 −→ w2 −→ . . . −→ v in BΦ.
ii) We start with the case `(v) = `(w) + 1. If there are no I-relevant edges in BΦ

between w and v then both sides are 0. If there is an I-relevant edge w γ∨−→ v, then
Cw,v(λ) = λ(γ∨) and

coeff1,`(v′)−`(w′)(λ(γ∨)) · x`(v
′)−`(w′)

1 = λ(πI(γ
∨)).

The general case `(v) > `(w) + 1 easily follows.

We fix now an arbitrary k ∈ {1, 2, . . . , d}. Let D(1)
k (λ) be the Lefschetz determinant of

the I-degenerate action of λ on Hd−k(X,K), described by BI−deg
Φ , computed in the same

basis used for Dk(λ). In other words D(1)
k (λ) is the determinant of the map λk

I· (−) :
Hd−k(G/PI ×PI/B,K)→ Hd+k(G/PI ×PI/B,K) described above.

Lemma 6.3.13. Let Mk =
∑

`(v)=(d+k)/2

l(v′)−
∑

`(w)=(d−k)/2

l(w′). Then we have:

i) deg1(Dk(λ)) ≤Mk;

ii) The polynomial D(1)
k (λ) is homogeneous of degree Mk in x1;

iii) coeff1,Mk
(Dk(λ)) · xMk

1 = D
(1)
k (λ).

Proof. The determinant polynomial can be expressed as

Dk(λ) =
∑
σ

sgn(σ)Cw1,σ(w1)(λ)Cw2,σ(w2)(λ) . . . Cwn(k),σ(wn(k))(λ)

where σ runs over all possible bijections between elements in W of length (d − k)/2 and
(d+ k)/2 (and the sign is determined by the chosen order of the Schubert basis). Then i)
follows from Lemma 6.3.12.

The terms in the sum which contribute to coeff1,Mk
(Dk(λ)) are precisely the ones

coming from I-relevant paths, i.e. the one which are also in D
(1)
k (λ), so ii) and iii) also

follow.

We can now reiterate this procedure. Let S = I0 ⊃ I1 ⊃ I2 ⊃ . . . ⊃ In = ∅ be such
that Ij−1 \ Ij = {j} for any 1 ≤ j ≤ n. We have a length preserving bijection of sets:

Ψ : W ∼= W I1 ×W I2
I1
× . . .×WIn−1 .

We write Ψ(w) =
(
w(1), w(2), . . . , w(n)

)
. The degenerated graph B

(1)
Φ := BI1−deg

Φ is iso-
morphic to BI1

Φ × BΦ(I1). It can be degenerated again into B
(2)
Φ := BI1

Φ × BI2-deg
Φ(I1)

∼=
BI1

Φ ×BI2
Φ(I1) ×BΦ(I2), and so on up to

B
(n−1)
Φ := BI1

Φ ×BI2
Φ(I1) × . . .×BΦ(In−1).

We set B(0)
Φ := BΦ and B

(n)
Φ := B

(n−1)
Φ .
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Definition 6.3.14. Each of the B
(j)
Φ describes a new action of λ on H•(X,K), which

we call the jth-degenerate action and we denote by
j
·. We say that v j-dominates w if

v(i) ≥ w(i) for any i ≤ j and v(j+1) . . . v(n) ≥ w(j+1) . . . w(n).
We say that an edge w γ∨−→ v is j-relevant if v j-dominates w. A path connecting w to

v is j-relevant if all its edges are j-relevant.

For 1 ≤ j ≤ n, let C(j)
w,v(λ) be the coefficient of Pv in λh

j
· Pw, where `(v) − `(w) = h.

Thus Lemma 6.3.12.ii can be restated as:

coeff1,`(v(1))−`(w(1))(C
(0)
w,v(λ)) · x`(v

(1))−`(w(1))
1 = C(1)

w,v(λ).

We also have:

Lemma 6.3.15. Let w, v ∈W with `(v) > `(w) and 0 ≤ j ≤ n− 1. Then:

i) degj+1C
(j)
w,v(λ) ≤ `(v(j+1)) − `(w(j+1)) and the equality holds if and only if there is a

(j + 1)-relevant path connecting v and w;

ii) coeffj+1,`(v(j+1))−`(w(j+1))(C
(j)
w,v(λ)) · x`(v

(j+1))−`(w(j+1))
j+1 = C(j+1)

w,v (λ);

iii) C(j+1)
w,v (λ), regarded as a polynomial in xi, is homogeneous of degree `(v(i)) − `(w(i))

for 1 ≤ i ≤ j + 1.

Proof. The same arguments as in the proof of Lemma 6.3.12 show (i) and (ii). Now (iii)
follows by induction on j using (ii).

For 0 ≤ j ≤ n let D(j)
k (λ) be the Lefschetz determinant obtained from the jth-

degenerate action of λ, computed in the same bases used for Dk(λ). We have

D
(j)
k (λ) =

∑
σ

sgn(σ)C
(j)
w1,σ(w1)(λ)C

(j)
w2,σ(w2)(λ) . . . C

(j)
wn(k),σ(wn(k))

(λ). (6.3)

For any 1 ≤ j ≤ n let M (j)
k =

∑
`(v)= d+k

2

`(v(j))−
∑

`(w)= d−k
2

`(w(j)).

Lemma 6.3.16. For any 0 ≤ j ≤ n− 1 we have:

i) degj+1D
(j)
k (λ) ≤M (j+1)

k ;

ii) D(j)
k (λ) is homogeneous of degree M (i)

k in xi for 1 ≤ i ≤ j;

iii) coeff
j+1,M

(j+1)
k

D
(j)
k (λ) · xM

(j+1)
k

j+1 = D
(j+1)
k (λ).

Proof. Using (6.3) and Lemma 6.3.15 this follows arguing just as in Lemma 6.3.13.

Let µk = x
M

(1)
k

1 x
M

(2)
k

2 · . . . · xM
(n)
k

n . We have the following:

Corollary 6.3.17. All monomials in Dk(λ) = Dk(x1, . . . , xn) are smaller than µk in the
lexicographic order.

The polynomial D(n−1)
k (λ) (which is equal to D(n)

k (λ)) is homogeneous of degree M (j)
k

in xj for any 1 ≤ j ≤ n, i.e. D(n−1)
k (λ) = Rkµk, with Rk ∈ K, and the coefficient of the

monomial µk in Dk(λ) is Rk.
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6.4 Hard Lefschetz for the maximal parabolic flag varieties

To show that the polynomials Dk(λ) are not identically zero, it suffices now to show that,
for some ordering of the simple reflections, we have Rk = (µk)

−1D
(n−1)
k (λ) ∈ K∗. This

will be done by investigating whether the (n−1)th-degenerate action of a weight λ has the
Lefschetz property on H•(X,K). This coincides with the action on

H•(G/PI1 ,K)⊗H•(PI1/PI2 ,K)⊗ . . .⊗H•(PIn−1/B,K),

where λ =
∑
xi$i acts as multiplication by

x1$1 ⊗ 1⊗ . . .⊗ 1 + 1⊗ x2$2 ⊗ . . .⊗ 1 + 1⊗ 1⊗ . . .⊗ xn$n.

Example 6.4.1. Let W = Sn+1 be a Weyl group of type An. We label the simple
reflections as follows:

1 2 3 · · · (n− 1) n

Then PIj/PIj+1
∼= Pn+1−j(C) for all 1 ≤ j ≤ n. So the degenerate action of λ can be

thought as multiplication by
∑n

i=1 xi$i on K[$1, . . . , $n]/($n+1
1 , . . . , $2

n).

The aim of this section is to consider the action of the fundamental weight $j on a
single factor H•(PIj−1/PIj ,K). Obviously $j has the Lefschetz property if and only if
xj$j has the Lefschetz property for every (or any) xj ∈ K∗.

We can assume j = 1. Since we can choose arbitrarily the ordering {1, 2, . . . , n} of S,
for our goals it is enough for every irreducible root system to check the Lefschetz property
on H•(G/PS\{1},K) for only one particular choice of {1}.

Proposition 6.4.2. Let Φ be an irreducible root system with simple roots S. Then we can
always choose 1 ∈ S such that $1 has the Lefschetz property on H•(G/PS\{1},K) for any
field of characteristic p > |Φ+|.

Proof. We set I = S \ {1}. The proof is divides into cases.
Case An: We label the simple reflections as in Example 6.4.1. We can choose G =

SLn+1(C). Then the parabolic flag variety G/PI is the Grassmannian of lines in Cn+1,
i.e. it is isomorphic to Pn(C). Then $1 has the Lefschetz property in H•(G/PI ,K) ∼=
K[$1]/($n+1

1 ) for any field K.
Case Bn and Cn: We label the simple reflections as follows

1 2 3 · · · (n− 1) n

If W is the Weyl group of type Bn (or Cn) is it easy to list all the elements in W I and
to draw the parabolic Bruhat graphs BI

Bn
and BI

Cn
.

Notice also that PI is cominuscule in type Bn and minuscule in type Cn. The parabolic
flag varieties G/PI are described in detail in these cases in [BL00, §9.3].
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BI
Bn

id

1

21

...

(n− 1) . . . 21

n(n− 1) . . . 21

(n− 1)n(n− 1) . . . 21

...

12 . . . (n− 1)n(n− 1) . . . 21

α∨1

α∨1

α∨1

α∨1

2α∨1

α∨1

α∨1

α∨1

BI
Cn

id

1

21

...

(n− 1) . . . 21

n(n− 1) . . . 21

(n− 1)n(n− 1) . . . 21

...

12 . . . (n− 1)n(n− 1) . . . 21

α∨1

α∨1

α∨1

α∨1

α∨1

α∨1

α∨1

α∨1

From this it is evident that if Φ is of type Cn then $1 has the Lefschetz property on
H•(G/PI ,K) for every field K, while if Φ is of type Bn then $1 has the Lefschetz property
on H•(G/PI ,K) if and only if char(K) 6= 2.

Case Dn: We label the simple reflections as follows:

1 2 3 · · · (n− 2)

(n− 1)

n

If W is the Weyl group of type Dn is it easy to list all the elements in W I and to
draw parabolic Bruhat graph BI

Dn
. Notice also that PI is minuscule and the parabolic

flag variety G/PI is described in detail in [BL00, §9.3].
The parabolic Bruhat graph BI

Dn
is:

id

1

21

...

(n− 2) . . . 21

(n− 1)(n− 2) . . . 21n(n− 2) . . . 21

n(n− 1)(n− 2) . . . 21

...

12 . . . (n− 2)n(n− 1) . . . 21

α∨1

α∨1

α∨1

α∨1

α∨1 α∨1

α∨1
α∨1

α∨1

α∨1

It follows that $1 has the Lefschetz property if and only if char(K) 6= 2.
Exceptional Root Systems: We computed, with the help of the software Magma

[BCP97], for each of the exceptional Weyl groups the set of primes p such that $1 has
no Lefschetz property on H•(G/PS\{1},K) for an infinite field K of characteristic p. We
indicate in the Dynkin diagram the choice made for the vertex 1.
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Root System |Φ+| Dynkin Diagram Primes with no Lefschetz property for $1

F4 24 1 2, 3, 13

G2 6 1 2

E6 36 1 2, 3, 13

E7 63 1 2, 3, 5, 7, 19, 23

E8 120 1 2, 3, 5, 7, 19, 29, 31, 37, 41, 43, 47, 53

This completes the proof of Proposition 6.4.2.

The following Lemma is standard:

Lemma 6.4.3. Let K be a field and V =
⊕

0≤k≤2d V
k a finite dimensional graded K-

vector space. Let η : V → V be a linear map of degree 2 with the Lefschetz property, i.e.
ηk : V d−k → V d+k is an isomorphism for any k. Then there exists a decomposition of V ,
called the Lefschetz decomposition, in the form

V =
⊕

0≤k≤d
1≤i≤rk

K[η]pk,i

where {pk,i}1≤i≤rk is any basis of V d−k ∩Ker(ηk+1).

In particular, if V =
⊕

k,iK[η]pk,i is a primitive decomposition we get a basis {ηlpk,i}
(with 0 ≤ k ≤ d, 1 ≤ i ≤ rk and 0 ≤ l ≤ k) of V .

The existence of the Lefschetz decomposition implies that, after changing the basis,
the map η can be represented by a graph which is a disjoint union of simple strings.

Example 6.4.4. Let Φ be of type D4 with the reflections labeled as above. Then, if
char(K) 6= 2, we can choose {Pid, P1, P21, P321 +P421, P321−P421, 2P4321, 2P24321, 2P124321}
as a basis of H•(G/PS\{1},K). In this basis multiplication by $1 is represented by the
following graph:

$1 $1 $1 $1 $1 $1

Pid P1 P21 P321 + P421 2P4321 2P24321 2P124321

P321 − P421

6.5 Hard Lefschetz for Artinian complete intersection mono-
mial rings

In this section, let K denote an arbitrary field of characteristic p.

Theorem 6.5.1 ([Pro90]). Let A = K[$1, $2, . . . , $n]/($d1
1 , $

d2
2 , . . . , $

dn
n ). We regard A

as a graded algebra over K in which the $i have degree 2. Let d =
∑n

i=1(di − 1). Then if
p > d multiplication by λ =

∑
xi$i has the Lefschetz property on A if xi ∈ K∗ for all i.

Let λ =
∑
xi$i with xi ∈ K∗. In [Pro90, Corollary 2], Proctor actually gives a closed

formula for the determinants Dk(λ) of λk : Ad−k → Ad+k. From Proctor’s formula we
can easily check that all the determinants are in K∗ if p > d, hence λ has the Lefschetz
property on A.
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We give here an alternative elementary proof based on the representation theory of
sl2(K) (a similar proof for K of characteristic 0 appears in [Wat87]). If d ≤ 1 then A ∼= K
or A ∼= K[$1]/($2

1). In both cases the statement of Theorem 6.5.1 is clear. We can
therefore assume charK = p > 2. Let

f =

(
0 0
1 0

)
, h =

(
1 0
0 −1

)
, e =

(
0 1
0 0

)
,

so that {f, h, e} is a basis of sl2(K).
For any integer 0 ≤ m ≤ p − 1 let L(m) be the irreducible sl2(K)-module of highest

weight m. These modules can be obtained by reduction from the characteristic 0 case, i.e.
L(m) has a basis {vm−2k}0≤k≤m such that the action of sl2(K) is described by

h · vi = ivi, e · vi =
m+ i+ 2

2
vi+2, f · vi =

m− i+ 2

2
vi−2

for any i, where we set vm+2 = v−m−2 = 0.
Let U = U(sl2(K)) be the universal enveloping algebra of sl2(K). Let M be a sl2(K)-

module and let v ∈ M be a highest weight vector of weight a with 0 ≤ a ≤ p − 1, i.e.
h · v = av and e · v = 0. Then U · v = span〈fk · v | k ≥ 0〉 is a submodule of M such that
dim(U · v) ≥ a+ 1. Moreover, dim(U · v) = a+ 1 if and only if U · v ∼= L(a).

We consider the Casimir element C = 2ef + 2fe+ h2 ∈ U . It is easy to check that C
lies in the center of U , therefore C acts as a scalar on any highest weight module U · v.
If v is of weight m, we get C · v = (2ef + h2) · v = (2m + m2)v, so C acts as the scalar
2m+m2 on U · v.

Proposition 6.5.2. Let m1,m2, . . . ,mn be non-negative integers such that their sum d :=∑n
i=1mi is smaller than p. Then L(m1) ⊗ L(m2) ⊗ . . . ⊗ L(mn) is a semisimple sl2(K)-

module and it decomposes as
⊕d

a=0 L(a)νa , where νa are non-negative integers.

Proof. By induction it is enough to consider the case n = 2. Let a = m1 and b = m2. We
can assume a ≥ b. Let {va−2k}0≤k≤a (resp. {wb−2k}0≤k≤b) be a basis of L(a) (resp. L(b))
as described above.

As in the characteristic 0 case, for any integer k with 0 ≤ k ≤ b, there exists a highest
weight vector va−b+2k ∈ L(a)⊗ L(b) of weight a− b+ 2k. In fact, e induces a map

e : span〈vi ⊗ wj | i+ j = a− b+ 2k〉 −→ span〈vi ⊗ wj | i+ j = a− b+ 2k + 2〉

which has a non-trivial kernel, as we can easily see by comparing the dimensions.
For any k, we have (U · va−b+2k) ⊆ Ker(C − 2(a− b+ 2k)− (a− b+ 2k)2). Since

2(a− b+ 2k) + (a− b+ 2k)2 6≡ 2(a− b+ 2h)− (a− b+ 2h)2 (mod p).

for any k and h such that 0 ≤ k, h ≤ b and k 6= h we have

b⊕
k=0

U · va−b+2k ⊆
b⊕

k=0

Ker(C − 2(a− b+ 2k)− (a− b+ 2k)2) ⊆ L(a)⊗ L(b).

Now, by comparing the dimensions we must have dim(U · va−b+2k) = a − b + 2k + 1,
hence (U · va−b+2k) ∼= L(a− b+ 2k). Finally we obtain

L(a)⊗ L(b) = L(a− b)⊕ L(a− b+ 2)⊕ . . .⊕ L(a+ b).
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Proof of Theorem 6.5.1. For any x ∈ K∗, the algebra K[$]/($a) can be seen as a sl2(K)-
module, where e acts as multiplication by x$ and h acts as multiplication by 2k − a + 1
on $k. If a ≤ p, then K[$]/($a) ∼= L(a− 1) as a sl2(K)-module.

Therefore, by Proposition 6.5.2, if d =
∑n

i=1(di − 1) < p the algebra

A ∼= K[$1]/($d1
1 )⊗K[$2]/($d2

2 )⊗ . . .⊗K[$n]/($dn
n )

is semisimple as a sl2(K)-module, where e acts as multiplication by x1$1+x2$2+. . .+xn$n

and h acts as multiplication by (2
∑n

i=1 ki − d) on $k1
1 ⊗$

k2
2 ⊗ . . . ⊗$kn

n . In particular,
we can decompose A as a direct sum of L(m)’s, with m ≤ p − 1. Now the thesis easily
follows since e ∈ sl2(K) has the Lefschetz property on L(m), for any 0 ≤ m ≤ p− 1.

6.6 Proof of the main theorem

The case char(K) ≤ |Φ+| is discussed in Remark 6.2.1 and Example 6.2.3, so we can assume
char(K) = p > |Φ+|.

Let λ =
∑n

i=1 xi$i as before. In view of Corollary 6.3.17, it remains to show that
the polynomials D(n−1)

k (λ), with 1 < k ≤ n, are non-zero for some indexing of S =
{1, 2, . . . , n}. In other words we have to show that the (n − 1)th-degenerate action of λ
defined by the graph B

(n−1)
Φ := BI1

Φ ×BI2
Φ(I1) × . . .×BΦ(In−1) satisfies the hard Lefschetz

theorem.
Since char(K) = p > |Φ+|, it follows from Proposition 6.4.2 that we can choose an or-

dering of S such that, for any 1 ≤ j ≤ n and any xj ∈ K∗, xj$j has the Lefschetz property
on H•(PIj−1/PIj ,K). Therefore, as in Lemma 6.4.3, we have a Lefschetz decomposition

H•(PIj−1/PIj ,K) =
⊕

0≤k≤dj
1≤i≤rk

K[$j ]p
j
k,i

where dj = dim(PIj−1/PIj ) and {pjk,i}1≤i≤rk is a basis of

Hdj−k(PIj−1/PIj ,K) ∩Ker($k+1
j ).

We obtain a decomposition

H•(G/PI1 ,K)⊗H•(PI1/PI2 ,K)⊗ . . .⊗H•(PIn−1/B,K) ∼=

∼=
⊕

i1,i2,...,in
k1,k2,...,kn

K[$1]p1
k1,i1 ⊗K[$2]p2

k2,i2 ⊗ . . .⊗K[$n]pnkn,in
∼=

∼=
⊕

i1,i2,...,in
k1,k2,...,kn

K[$1]/($k1+1
1 )⊗K[$2]/($k2+1

2 )⊗ . . .⊗K[$n]/($kn+1
n ) ∼=

∼=
⊕

i1,i2,...,in
k1,k2,...,kn

K[$1, $2, . . . , $n]/($k1+1
1 , $k2+1

2 , . . . , $kn+1
n )

into λ-stable subspaces. Since
n∑
j=1

kj ≤
n∑
j=1

dj =
n∑
j=1

dim
(
PIj−1/PIj

)
= dim (G/B) = |Φ+|

from Theorem 6.5.1 it follows that λ has the Lefschetz property on every single direct
summand of the decomposition. This proves Theorem 6.2.2.
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